4. Survey Strategy (WBS 1.3)

This section describes the elements of the Reference Design for the Dark Energy Survey. It includes the survey observing strategy, the photometric, astrometric, and photo-z calibration strategies, the survey data simulations, and testing strategies for the data production system and the data analysis system. The reference design is not intended to be the final design, as we are still evaluating a number of technical choices, but it serves as a vehicle to illustrate where we are in our thinking and as a working model to guide our evaluations. Section 4.1 presents the observing strategy, section 4.2 presents the plans for calibrating the data, and sections 4.3-4.5 present the plans for the simulations that we will use to test the data management systems and tune the science analysis software.

4.1 Survey Strategy Work Breakdown Structure
There are six level three WBS elements in survey strategy, shown in Figure 4.1. The first is the confusingly named survey strategy, which covers two lower level elements: 1) the survey science requirements and technical consequences, and 2) the survey observing strategy. Chapter 3 described the survey science requirements and the derived technical requirements. The survey strategy WBS element concerns itself with the creation and the maintenance of these documents. Chapter 4 describes the survey observing strategy, and the WBS element concerns the creation and implementation of this observing program.

The second level three element is survey calibrations. This covers three lower level elements: 1) photometric calibration, 2) astrometric calibration, and 3) photometric redshift calibration. All three are necessary for the attainment of our science goals.

The third level three element is survey data simulations. We intend to simulate a large fraction of the survey data. We intend to do this because it will help us understand our instrument, help us understand the universe we are observing, and help us understand the analyses we will undertake.

The fourth level three element is the mock data reduction challenge, which is aimed at taking the simulations of the survey that we produce sending them through the data management system. This tests both the data management system and our ability to deal with its output.

The fifth level three element is the mock data analysis challenge, which is aimed at taking the output of the mock data reduction challenge and sending it through our science analysis codes. This is, in some sense, the core deliverable of the science working groups: analysis codes that are ready and waiting for the data as they roll in. Our window of opportunity is quite long, but there is no reason we cannot be ready to spend our first summer working the science and not the analysis codes. This WBS is a way to organize the activities of the collaboration scientists interested in analysis towards a deadline.

The sixth level three element is survey operations, which is aimed at carrying out the photometric calibration activities, the quality assurance activities, and the survey tracking activities. We will develop this plan in the future, but here we are focused on construction and commissioning activities and will not describe this element further.
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Figure 4.1 Organization of the Dark Energy Survey Planning Project
4.2 Survey Observing Strategy (WBS 1.3.1)

Large scale astronomical surveys aim to produce large sets of homogeneous data that enable high precision statistical astronomy. Homogeneity of data is the core strength of these surveys, but it does not come easily nor freely; it must be planned for and thought must go into the strategy for acquisition of the data.

4.2.1 Overview of Survey Strategy

The observing strategy design goals are to

· Efficiently attain the required depth

· Minimize the photometric calibration errors, and

· Obtain scientifically powerful data at natural points in the survey

· Year 2, at the time of the co-added data release

· Year 5, at the end of the survey

We will present two strategies that span the space of reasonable strategies satisfying the design goals, evaluate them, and derive a reference strategy from them. We focus on reasonable strategies, but it is easy to imagine strategies that meet some design goals at the expense of others. The maximally efficient survey strategy would be to point to a given piece of sky, image it once in a given bandpass, and continue on until all 4 filters are done. This strategy, unfortunately, leads to deeply imaged islands, with little overlap and tends to maximize the photometric calibration error across the survey array as well as maximum cosmic rays in the data. A strategy better thought through but only somewhat less unfortunate aims at complete photometric depth through multiple tilings at the expense of area. This strategy leads in year 2 to a survey of 2000 sq-degrees, but the realities of observing large areas of sky lead either to disjoint regions or in a long thin rectangle. Unfortunate strategies are common, but the space of reasonable strategies, strategies that meet survey goals with reasonable certainty, is relatively compact.

The science case clearly makes the argument that area of the sky is of primary importance. It is useful to recall that the time to reach a given signal to noise
 goes from linear in time for source noise dominated objects to square root in time for sky background noise dominated objects. Essentially all of the objects of interest in our science case are faint. A few tens of seconds exposure is sufficient to reach high signal on the sky, and thus to reach the magnitude characteristic of the transition from quick increase in depth in the linear regime to slow increase in depth in the square root regime. For a 4 meter class telescope this characteristic magnitude is ~22nd magnitude and is cosmologically interesting. Even short exposures over the entire survey area would allow us to embark on our science program.

We are thus led to our first design decision, that area is more important than depth
. We will aim to image the entire survey area in each bandpass in the first year. This guides the survey strategies towards those strategies that cover the entire area once or more per year.

Our second design decision flows from considering the photometric calibration: we adopt tilings of the survey area as the core means of obtaining the required photometric calibration. Large overlaps between neighboring images allow the reduction of systematic errors by comparing the same source observed in the different images. Images taken on different nights allow the reduction of absolute calibration error through root N averaging. Taken together, we are led to the idea of tilings of the sky obtained on different nights and different years, with half camera scale offsets between the tilings.

These two design decisions enable us to make substantial progress in the survey design. Much of the rest of the constraints, as the landscape and the surroundings constrain the architecture of a building, come from considering the geometry of the survey area as seen from South America and from the statistics of the weather at the Cerro Tololo site in Central Chile. First though, we will consider the tilings of the survey.
4.2.2 Tiles and Tilings

The survey area will be imaged multiple times and how the images fit together determines what use we can make of them. In the interest of obtaining high quality calibrations we plan to fit the images together as tiles in a tiling. A tiling is the unique covering of the plane, or an area on a plane, using shapes that can fit together without overlap. These shapes can be irregular or the tiling can use more than one shape, but for the purposes of mapping the sky a tiling that uses one shape, a shape that approximates a regular shape, is most useful. The fact that the sky is seen as a sphere makes the tiling an interesting problem.

[image: image5.png]


Tilings: Telescope fields of view are circular and the diameter of the circle the Dark Energy Camera (DECam) corrector provides is 2.2 degrees. Circles cannot tile the plane, as they either leave gaps or overlaps, though the overlapped circles form a “tessellation” which does cover the plane. If the goal is to make a homogeneous map of the sky, we see that the overlaps do not contribute to the covering, so they are irrelevant other than to the cost of the instrumentation. 
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The three regular shapes that do tile the plane are the triangle, the square, and the hexagon, and all of these obey the rule that the angles at any vertex add to 360 degrees, the key to the proof that there are only three. Hexagons are special in another way: any partition of the plane into regions of equal area has a perimeter at least that of the regular hexagonal honeycomb tiling
. The perimeter of the CCDs on the focal plane of the DECam approximates a hexagon by design. There exist tilings of the sphere using hexagons with a handful of pentagons: the climate modeling community (e.g., Randall et al 2003) has developed algorithms and software that use these tilings.
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In detail, the actual DECam CCD layout forms a non-regular tile, though one which still tiles the plane. There are some overlaps as half of few CCDs project past the perimeter of the tiling area and these overlaps do not contribute to the tiling. The tiling is slightly larger than the inscribed hexagon, but its most salient difference from a hexagon is that it is not a filled tile. The tiles will tile the plane, but the CCDs, because of dead zones around them, do not fully fill the array, thus leading to interesting effects.

The focal plane array consists of closely packed CCDs abutting on four sides, yet because of the 1 mm guard ring around the edge of each LBNL CCD, the tile of an individual image is sparse at the 10% level. The implication of a sparse array is that a complete tiling has an uncovered fraction that equals the inactive area of the tile. A second tiling will cover this area usefully, but its own inactive area leaves a different area without new coverage. The process is shown in Figure 4.2.

The area not covered is always the dead area fraction, 10%. The area of sky with less than the full number of exposures accumulates at a rate of N times the inactive area. Thus at 5 tilings half the area has the targeted 5 tilings, while half the area has 4 tiling coverage. At 10 tilings, the entire area is covered by 9 tilings. As N becomes large, the difference in exposure between areas covered N times and the area covered N-1 times becomes small. The statistics of the coverage distribution, shown in Figure 4.3, is slightly more complicated because of the small areas of overlap between adjacent pointings in a single tiling.
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Figure 4.2 The effect of a sparse tile on the sky coverage. The figure on the left shows a single tiling. Pink is the area imaged, black is area covered more than once by CCD area extending beyond the tile figure, and white shows area uncovered by an image. The tile pattern is the reference design focal plane array layout. The figure in the middle shows the effect of a second tiling. Here blue is covered once, and red is covered twice. Blue peeks out between the CCDs. On the right is the effect of three tilings, with 1 tile coverage in yellow, two tile coverage in green, and three tile coverage in red
. The distribution of coverage is textured.

The number of tilings has an effect on three areas, most obviously exposure time. It also affects the image processing
 where voting techniques allow robust rejection of artifacts on a pixel by pixel basis, as long as there are 3 or more images that can vote, and the lack of 3 images forces algorithms to consider neighboring pixels. This is an example of where it is possible to keep complexity out of software by survey design. The other area for which the number of tilings comes into place is in calibrations.
Many or most of the systematics in photometric calibration are dependent on the location in the camera. Multiple tilings provide leverage in removing systematics by providing multiple exposures of the same piece of sky through different parts of the camera. Tiling patterns that allow for maximal overlap between adjacent tiles in different tilings provide much more leverage than tiling patterns that, say, overlap the outer 5% of the camera. And if the goal is to maximize unique overlaps, there exists optimal mapping strategies. Arbitrarily take the first tiling as the reference tiling (Figure 4.4a). The second and third tilings have hex centers placed on the vertices of the reference tiling such that the three centers form one of the 6 triangles that make up a hexagon (Figure 4.4b).  They provide 33% overlaps with 3 hexagons from the reference tiling. The 4th through 6th tilings have hex centers placed on the centers of the edges of the reference tiling (Figure 4.4c). These provide 42% overlaps with 2 reference tiling hexes, and 8% overlaps with two others. This set of 6 tilings provides the maximally unique interlocking pattern. The section on photometric calibration will consider these effects further.
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Figure 4.3  The statistics of the tiling coverage for the DES tile pattern. The fraction of area covered N-1 times equals the fraction of area covered N times for 5 tilings. For 3 tilings, 30% of the area is covered only twice. As there are significant image processing simplifications and algorithm [image: image12.png]h10528




improvements
 possible for three images, the statistics of the coverage suggest 4 as the minimum number of tilings.

Figure 4.4 a) The left panel shows the reference tiling in black. b) The middle panel shows the reference tiling and the two 33% overlap tilings in red and blue. c) The right panel shows the reference tiling and the three 42% overlap tilings in purple, green, and gold. These six tilings provide a maximally unique interlocking tiling pattern.
4.2.3 Survey Geometry and the Weather at Cerro Tololo 
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The survey area is easiest to observe in Austral Spring. The season matters because of the length of night and because of the weather. This can be seen in Figure 4.4, where the longer nights of early spring are balanced, on average, by the poorer spring weather, so that the actual number of useful hours per night is the same in early spring (day ~225) and early summer (day ~325).

Figure 4.5 Lunar cycles around the time of the survey. Plotted on the left are the hours per night of dark time (thin curve) and photometric dark hours per night (heavy squares). On the right are the average fraction of cloudless time based on 30 years of weather data from CTIO; the same data are in each of the right hand panels, modulated by full moons and end of seasons. In the left hand panels, it is clear that the length of nights may be longer in the early Austral Spring, but the weather is better later in the early Austral Summer.

The calculation of the averages is possible because CTIO has kept useful weather data over a 30 year span. The weather data statistics are summarized in Figure 4.5, and both seasonal variations and the poor conditions of the El Nino years can be seen. There is little that can be done about the El Nino years: in any given El Nino year, one must endure as little as half the photometric weather of a normal year, and reasonable survey strategies must be robust against such a setback. On the other hand, the seasonal patterns can be planned for. The high summer days (numbers 0-70) have very good weather, the fall days (70-135) exhibit rapidly decaying weather, and during winter and spring days (135-365) the weather slowly gets better.
Combined, these data make the time span from September to January the optimal time to pursue the observing of the survey area, as shown in Figure 4.6. The footprint of our survey sets Austral Spring as the time the survey is easiest to observe, but the Chilean weather patterns set late spring and early summer as the times we are most likely to observe the survey area successfully.
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Figure 4.6 Thirty years of CTIO weather data summarized as the average fraction of cloudless nights, plotted against day of the year (top) and as a seasonal average/year (bottom).  In the top panel, the dotted line includes nights partly clear and partly cloudy whereas the solid line is purely clear nights. In the bottom panel, the triangles correspond to purely clear nights and the squares to the dotted line in the top panel. Also in the bottom panel, the heavy dotted lines show that these El Nino years have significantly lower fractions of clear time. If a given year turns out to be El Nino, one might endure a year with half the photometric time of a normal year. (Note that the horizontal dashed lines in the top panel do not correspond to the parameterizations in the text.)
This bodes well for the weak lensing component of our science goals, as the seeing at the Blanco 4m gets better as spring moves into summer. The site itself shows 0.85” seeing in October, 0.65” in November and December, and 0.60” in January. Time in January is, for weak lensing purposes, more valuable than time in August.
An Analytic Calculation of the Time Available for the Survey: Issues of survey geometry and weather have been explored, but the question of how much time is available for the survey remains, and so we turn to the detailed analytic analysis presented in Wester (2004).  The calculation invokes specific criteria to address the issues of the spherical astronomy of the survey area and the weather of the site.
The dark time is taken as the hours between the evening and morning astronomical twilight, defined as the sun 18-degrees below the horizon, during periods when no moon is above the horizon
. Gray time is defined similarly but allows for the presence of the moon and includes 18- to 12-degree twilight. We analyze the 5 contiguous lunar cycles that end in January (143 
nights). The survey starts on different dates in different survey years in 2008-2012 due to the
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Figure 4.7 The black line shows the number of hours per night that 2hr-stretches of survey RA are visible (airmass < 1.5) as a function of the day of the year. Important factors in the shape of the black line are the RA range of the survey and the seasonal lengthening and shortening of nights. The blue line shows the number of hours multiplied by the fraction of clear nights using the seasonal parameterizations given above. Obviously the 100 day stretch from September through November where the average number of useful hours is flat and independent of the length of the night.

lunar cycle, which impacts the available time since the time between astronomical twilight varies over the course of a year.
To estimate the impact of weather, we analyze the 30 year CTIO weather record, which quantifies the measured cloud cover during four quarters of each night from 1975-2003. We count only photometric time, defined to be when there is no cloud cover. While we have calculated the average fraction of cloudless nights as a function of day of the year, we instead use an analysis that better includes the effects of the El Nino induced extreme conditions. This more sophisticated analysis maps the historical weather statistics in all five-year periods from 1975-2003 onto our planned observing time in 2008-2012.  This analysis is shown in Figure 4.8. 
We find average values of 1749 dark and 2142 gray hours over 5 years.  The five years cover 143 days, more than the 105 we will use for the survey. We scale down to our expected survey usage by multiplying by 73%, resulting in

· 1300 hours of useful dark time and 

· 1600 hours of useful gray time and 
· an estimate of 2900 hours of total photometric time over the survey.

When a significantly illuminated moon is above the horizon, it is bright time, but the light has the yellow spectrum of the sun and affects the g and r bandpasses much more than the redder i and z bandpasses. How much less affected is seen in Figure 4.8, which shows the distribution of sky brightnesses of 1000 sq-degrees of  SDSS imaging data, taken in dark time, and of the effect of moon light on the sky brightnesses of SDSS Photometric Telescope data as a function of separation from the moon. We can work in any moonlight with the z-filter, and during most moon conditions with the i-filter.
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Figure 4.8  The total cloudless time over a 5-lunation period ending in January, over the last 30 years. The methodology is to calculate the time available in 5 year moving windows. The data points are therefore correlated, but then, so is the weather.
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Figure 4.9 The plots of sky brightness. The left panel shows the distribution of sky brightnesses for the 77,000 images in the SDSS Data Release 1. The panel on the right shows the sky brightness as a function of moon separation for images taken when the moon is at 50% illumination or greater. These show that we can work in the i and z filters in full moon conditions, in the z-band during any time, and the i-band when the moon is 50 degrees or farther away. 

There are also nights that are photometric but have poor seeing. If the seeing is beyond the  < 1”.1 window, set in the science requirements, then the data we acquire will not be part of the survey coadd and we are free to use it for other purposes. The CTIO weather records on seeing are not as extensive as for clouds, but early estimates suggest 10% of the observing time in the Austral Spring is worse than 1.1”.  Cloudy and bad seeing data are not useful to us in the main though the criteria in the supernova survey for useful data are less stringent, and we will explore using the time for that.  During periods of good seeing, time neither photometric nor totally overcast, we will acquire data in our normal fashion, but assign that data to a non-photometric tiling that we can add into the survey coadd, but not use for survey calibration. As there is less time in the non-photometric category, it is exceedingly unlikely we would complete one non-photometric tile per year. Periods of photometric and good seeing are prime survey time for i and z, and if it is dark time, for g and r as well. 

The photometric poor seeing time allows for an interesting use: calibration of star fields in the survey area from standard stars. If we devote this time to the transfer of the absolute calibration, we would have roughly 300 hours to use for this purpose, as seen in Table 4.1, of which approximately 130 hours are dark time. The ~1700 tiles in our area would, if one out of 7 were used as a calibration field, require on the order of 250 fields. Our rate of transfer star field acquisition would have to be better than 2/hour, not a demanding rate. This idea is developed further in the section on photometric calibration.
                    Table 4.1 Breakdown of Time over the 525 Nights of the Survey

	Hours
	Total Hours
	Good Seeing  (<= 1.1”)
	Bad Seeing (> 1.1”) 

	Photometric
	2900
	2600
	300

	Non-Photometric
	950
	850
	100


	Nights
	Total Nights
	Good Seeing 
	Bad Seeing 

	Photometric
	396
	355
	41

	Non-Photometric
	129
	116
	13


4.2.4 Observing Strategies

The time to complete a tiling depends on observing strategy design choices centering around exposure time and photometric calibration strategy. The two design decisions we have made push us in a particular way: that area is more important than depth drives imaging the entire survey area at least once per year; and that the use of multiple tilings enables precision photometric calibrations.  The boundaries on the range of reasonable strategies are not overly broad. We can examine the implications of the remaining choices available by exploring two strategies.

Strategy A: We divide the needed integration time into 100 second exposures for the first five tilings, and 200 second exposures for any remaining tilings. This choice leads to 5 tilings for g and r, 7 for i and 13 for z.  Five is chosen as the minimum number of tilings as a means of reaching 1% relative photometry. At a given sky position images in two filters (g,r in dark time, i,z in bright) are acquired before the telescope slews to the next position. Positions are chosen along constant airmass tracks in order to simplify the photometric calibration equation, eliminating airmass as a term
.  This strategy aims at the highest precision relative photometry.
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Strategy B: We aim at one tiling per year per filter, and to take three years to do g,r and five years to do i,z.  This leads to 166 second exposures for g and r, 180 second exposures for i and 420 second exposures for z. The data are acquired in a pattern consisting of a main hex and its 6 neighboring hexes (Figure 4.9). Each set of 7 hexes is taken preferably on the same night and airmass. At each position, an image is taken through each of a pair of filters: g,r if dark time, i,z if bright. Each main hex is the subject of a transfer calibration from standard stars. The aim of this strategy is minimal observing overhead combined with a more traditional photometric calibration.
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Figure 4.10 The spatial layout of the two strategies. Strategy A aims at constant airmass stripes, which are shown in the left panel as connected red lines for a series of constant airmass observations taken in October. Strategy B aims at central hexes (dark blue) and their zones of control, the 6 hexes immediately surrounding the central hex and shaded light blue in the right panel. Each strategy assumes that a single calibration along the stripe or in the central hex will calibrate all of the connected hexes.

Table 4.2 Characteristics of Strategy A and Strategy B

	
	g tilings
	r tilings 
	i tilings
	z tilings

	Strategy A
	5x 100 sec 
	5x 100 sec
	7 (5x100, 2x200)
	13 (5x100, 8x200)

	Strategy B
	3x 166 sec
	3x 166 sec
	5x 180 sec
	5x 420 sec


	Number of tilings
	Strategy A
	Strategy B

	Year 1
	g,r,iz = 2,2,2,2
	g,r,iz = 1,1,1,1

	Year 2
	g,r,iz = 4,4,4,4
	g,r,iz = 2,2,2,2

	Year 3
	g,r,iz = 5,5,6,6
	g,r,iz = 3,3,3,3

	Year 4
	g,r,iz = 5,5,7,9
	g,r,iz = 3,3,4,4

	Year 5
	g,r,iz = 5,5,7,13
	g,r,iz = 3,3,5,5


Each strategy employs a telescope camera system that is capable of 35 second slews, 15 second readouts, and 10 second filter changes, any of which can be simultaneous.

The survey observing time is divided into another two categories: the main imaging time and the supernova survey. Ten percent of the available time is devoted to the supernova time domain survey. Further, perhaps five percent of the time the system will be down for repair or upgrade.

Doing the arithmetic, one finds that strategy B obtains 1 tiling per year and per filter
 and that strategy A obtains 2.2 tilings per year per filter. Given the 35 second slew time, aiming at significantly more than 8 tilings per year total would be inefficient and would have to be driven by some compelling need. Some characteristics of the tilings obtained as a function of time are shown in Table 4.2. There is one number that makes it easier to do quick calculations: 800 seconds/year. It is possible to cover the full 5000 sq-degrees with a 3 sq-degree camera in 30% of a year with 800 seconds of exposure: 8 tilings of 100 seconds exposures or 1 tiling of 800 second, the difference in overhead is about 20%, so for quick calculations can be neglected.

Well planned large homogeneous surveys can obtain all of their data at low airmass: both strategies place a limit on observations of aimasses <= 1.5. There is some room to make this airmass limit smaller.

In both strategies, the spatial layout of observations is driven by plans for photometric calibration. The connected observations allow one to transfer sparse photometric calibration images onto a larger number of images, 7 for strategy B and roughly 13 for strategy A. The spatial patterns are shown in Figure 4.10.
Table 4.3 Characteristics of Strategy A and Strategy B

	
	g tilings
	r tilings 
	i tilings
	z tilings

	Strategy A
	5x 100 sec 
	5x 100 sec
	7 (5x100, 2x200)
	13 (5x100, 8x200)

	Strategy B
	3x 166 sec
	3x 166 sec
	5x 180 sec
	5x 420 sec


	Number of tilings
	Strategy A
	Strategy B

	Year 1
	g,r,iz = 2,2,2,2
	g,r,iz = 1,1,1,1

	Year 2
	g,r,iz = 4,4,4,4
	g,r,iz = 2,2,2,2

	Year 3
	g,r,iz = 5,5,6,6
	g,r,iz = 3,3,3,3

	Year 4
	g,r,iz = 5,5,7,9
	g,r,iz = 3,3,4,4

	Year 5
	g,r,iz = 5,5,7,13
	g,r,iz = 3,3,5,5


4.2.5 Simulating the Observing

The survey observing strategies can be tested against simulations of the survey progress if the simulations incorporate the major elements of survey observing, such as the survey geometry and the weather. In the pursuit of an optimal survey observing strategy we have constructed such an observing simulator.

For our simulator, we took the night as the base element and incremented time from sunset astronomical twilight to sunrise astronomical twilight. The night was noted as “moony” if the moon was at 50% illumination or greater. The nights allocated to NOAO community observing were assigned the earliest possible dates in the month. The weather was checked, and the night declared photometric or cloudy. If non-NOAO, dark time, and clear, the observing commences at astronomical twilight with an observation (two, actually, as two filters are observed at the same position) and a slew. Time is incremented, and data obtained until the sunrise astronomical twilight. The observations are selected by looking at the pool of unobserved tiles in a tiling at less than 1.5 airmasses, and then picking the most interesting tile in ways idiosyncratic to the particular observing strategy.

This structure allows the major elements of the survey to be assigned models:

· A NOAO time allocation model, in which NOAO reserves

· September: 4 bright /4 dark nights

· October:  4 bright /5 dark nights

· November: 4 bright /4 dark nights

· December: 4 bright /4 dark nights, with the telescope shut down Dec 25 and Dec 31.

· January: 4 bright /5 dark nights, 2nd half of remaining nights

· February: 3 bright /3 dark nights, 2nd half of remaining nights

· The remainder of the time in September through February devoted to the Dark Energy Survey, a total of 108 nights/year.

· A weather model:

· Based on the 30 year CTIO weather data

· The percentage of clear nights (F) given a day number (d):



F =   70 +   0.00*d               0 < d < 70              Austral Summer



F = 124 + -0.77*d           70 <= d < 135            Austral Fall

F  =    0 +   0.17*d         135 <= d <= 365         Austral Winter/Spring

· The footprint of the survey:

· SPT 

· -60 to 105 degrees RA, -30 to –65 Dec

· -75 to –60 degrees RA, -45 to –65 Dec

· SDSS Stripe 82 

· -50 to 50 degrees RA, -1.0 to 1.0 Dec

· Connecting region

· 20 to 50 degrees RA, -30 to –1.0 Dec

Strategy Evaluations: Our metrics are driven by the science, and are:

· Efficiently attain required depth

· Minimize photometric calibration errors

· Obtain scientifically interesting data at natural points in the survey

· Year 2, at the time of the coadded data release

· Year 5, at the end of the survey

For our purposes here we will simplify the footprint to the rectangular region that can be seen in Figure 4.10. The simulation was run here for 2008. Strategy B was simplified from zone of control around a central master hex to a line of 6 hexes around the central master hex, a simplification which will have no effect on our comparison. Strategy A nearly completed the tiling for both tiles; recall that Strategy A aims at two tilings per filter in the first year. Strategy B appears to not have completed its single tile, but this is an artifact of the strategy model. Strategy A attempts to start at the farthest west, lowest declination unobserved hex, whereas Strategy B attempts to start at the farthest west unobserved master hex. That master hex starting point is significant: if the 7 hex line is not completely observed, the implemented model has no means of finishing off the observations. Time to do so was available, however, so we assume that Strategy B would be able to finish the tiling with point and shoots.
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Figure 4.11 Sample tiles from Strategy A, on the left, and Strategy B, on the right. The strategy for B was simplified to be 7 hex long lines centered on the master hexes, a simplification that will not affect our comparisons. The unobserved tiles are shown as black dots. In Strategy A these were legitimately missed, whereas in Strategy B they resulted from a strategy model that did not allow for the finishing of the 7 hex strings when airmass or dawn interfered. There was plenty of time left in Strategy B to pick these up; we assume that it completed the tiling, and added them in to the statistics where appropriate.
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Efficiently attain required depth: The distributions of image airmasses is shown in Figure 4.11. In both cases the majority of the observations are at airmass < 1.25. Strategy B has a noticeably larger tail of high airmass observations, and it is likely that the inclusion of the fill in hexes will increase this. The statistics however, are very similar: mean airmass = 1.20, and median airmass = 1.17.

Figure 4.12 The distribution of airmasses. All observations are at airmass < 1.5, and the majority of both strategies are at airmass < 1.25.  Strategy A is the solid line, and Strategy B is the dotted line.

The distribution of slew lengths shows some differences. The mode of the slew distribution for Strategy A is 1.6 degrees, and the mode for Strategy B is 2.0 degrees. The mean, median, rms lengths of the constant airmass stripes in Strategy A are: 17, 13, 16, whereas the mean, median, rms lengths of the zone of control stripes in Strategy B are: 6, 7, 1.5. The lengths are noticeably smaller in Strategy B, and this is before the 14% of all tiles in the “broken hexes” that must be slewed to are included. Likewise, the 75% quartile of  the Strategy A slew distribution is 2 degrees, where in Strategy B, again without the broken hexes, is 5 degrees. The telescope does, in fact, handle these 5 degree slews with the same level of efficiency as it does for 2 degree slews. Data on slew times from the CTIO 4m can be described by the following model:

Table 4.4 CTIO 4m Slew Times

	Slew (degrees)
	Time (seconds)

	 <= 3
	 34

	3 < slew < 20
	2*slew + 27

	>= 20
	 75


The distribution of slews (with Strategy B’s broken hexes assigned a 10 degree slew) along with the model of the slew times and our expected readout time of 17 seconds allows the calculation of an overall efficiency. We calculate the inefficiency over all 4 filters and all five years. For Strategy B it is 14%, and for Strategy A, 20%. 

It is worth calculating what improvements in the telescope slew performance and camera readout times would gain us. If the telescope control system could be improved to give 17 second slews for 1 degree or less slews, with the slew time rising smoothly to 34 seconds for 3 degree slews, the inefficiency of Strategy B improves to 13% and Strategy A to 14%.

The increase in efficiency would translate directly into longer exposure times and deeper overall data set. It should be pointed out that this is true for Strategy B in comparison to Strategy A as well.
Minimize photometric calibration errors: The biggest difference between Strategy A and Strategy B is in the number of tilings obtained per year, and the resultant photometric calibration accuracies.  The calibration accuracies depend on the number of tilings N as sqrt(N) for the absolute calibration
, essentially from calibrating the same piece of sky every year. For relative calibrations, the accuracy increases better than sqrt(N), but not as well as N. It is clear that having more tilings will produce better photometric calibrations. Whether 3,4, or 5 tilings is sufficient to reach the survey goals depends in large part on the (as yet unknown) level of systematic errors in the Dark Energy Survey instrument.

Table 4.5 The expected calibration accuracy

	
	Absolute: B/A
	Relative: B/A

	Year 2
	g,r,i,z = (2
	g,r,i,z = 1.5

	Year 5
	g,r,i,z = (5/3, (5/3, (7/5, (13/5
	g,r,i,z = 1.5,1.5,~1,~1.5


Obtain scientifically interesting data at natural points in the survey: The interesting points in the survey are at 2 years and 5 years; the interesting metric is the quality of the data set at these times. We are exploring the time progression of the survey.
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For this, we will use the full footprint, which is shown in Figure 4.13. This footprint has been changed to make the observing easier. The changes: the lower border of the area is –65 degrees declination: lower declinations are hard to observe and include the LMC. It was replaced with the area in the west. The connecting region was thinned to 30 degrees width, and moved as far to the east as possible before the galactic dust distribution contributes substantial extinction. 
Figure 4.13 Simulations of the progression of observing in 2009. On the left is a great year, on the right is a year whose weather is worse than normal.
The plots in Figure 4.13 show the effects of weather, especially in the patterns of untiled sky on the right panel. The distribution of number of tiles observed versus hours of clear weather is interesting. As can be seen in Figure 4.14, we image the entire survey area in about 1/3rd of the simulations, even if we have an optimal hex selection algorithm. There remains a 10% discrepancy between the analytic model of the weather and the simulation

which we have not tracked down; the analytic model predicts 10% more time The figure also shows that bad years are bad years; there will be years in which the weather is poor, and we will achieve less than full coverage on the tilings.
The distribution of time allocated to the survey may be used to shape which part of the survey is most likely to be missed due to weather in a given year. We ran simulations that allocated time from the half nights in the 2nd half of February to full nights in December. Once the simulations are averaged, the probability map may be examined. Two of these are shown in Figure 4.14. Similar in success rate, the diagrams are dissimilar in spatial patterns. Given less time in December and more in February, the standard time distribution is less able to fill in the connecting region between the SPT and the SDSS Stripe 82 area, but more able to complete the SPT area in the far east. Both suffer from a lack of time in October. 
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Figure 4.14 The distribution of tiles observed versus hours of dark clear nights. The footprint has 1750 tiles 
. All of these simulations were for 2009. The red symbols shows a variation on the time distribution in which survey nights in late February are traded for nights in December. The curve is essentially linear to about 250 hours, and then flattens out. The flattening is due to time available that cannot be used in the tiling; in other words the hex selection algorithm can be improved. Two thirds of the simulations are in the linear regime: 2/3rds of the time we will observe 1667 tiles. The change in time distribution did little.

The spatial probability pattern of the standard time allocation is favorable
 to the science priority of the three regions. The SPT area is of prime importance, the SDSS Stripe 82 is of great interest for calibration of photometric redshifts, and the connecting area’s strategic usefulness rests on its direct connection of the photometric redshift training ground to the main survey area. The three pillars in the submarine conning tower of the left panel of Figure 4.14 provide the minimum necessary to do this, though the hex selection algorithm would have to be guided to their importance. 

The simulation is lacking several features, of which photometric nights with poor seeing and the supernova field observations are both 5-10% effects, that perhaps balance the difference in time that is clear in the simulations versus the analytic calculations.
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Figure 4.15 Probability maps of the survey area. Dark corresponds to the highest density of observations of a hex, light to the lowest. The panel on the left shows the reference distribution of survey time. The panel on the right shows what happens if the time in the second half of February is instead given to December. The probability map is more uniform, but the coverage of the main SPT area is lower. The reference distribution shows a fairly uniform distribution in the SPT area (modulo problems on the left, a lack of time in October), with the connecting area not as well imaged.

4.2.6 Reference Strategy

We will take the lessons learned from the simulation and develop the reference design survey strategy. 

First, the sparse tile pushes us to four or five tilings in order to have three or more observations everywhere. Our goal of science quality data at the end of the second year then demands multiple tilings per year per filter. Second, the overhead of thirty five seconds per slew pushes us towards longer exposures, ideally 350 seconds (or lowering the slew time to 15 seconds). This pushes us back away towards as few tilings as possible, down to two per year. Third, the realities of weather can cut the clear observing time in half. A strategy aimed at two tilings per year can still complete a tiling in the face of bad weather.

A good reference strategy is to steer the middle course between strategy A and strategy B, aiming to get two tilings per year per bandpass. We would obtain g and r data for the first two years, i data for the first 4 years, and z data for all five years.  Details of the reference strategy are shown in Table 4.6.  Increasing the exposure time above 100 seconds decreases the overhead and thus there is more time available for on-target integration, but we have not included this in the total integration times. In year 5, for example, effectively another tiling of 200 seconds should be possible.  

Table 4.6 Reference Survey Strategy  
[image: image2.emf]Year  filter  Area  Total  Tilings  Int.  Total  Int.  Magnitude  Photometric  Calibration  Cluster z and weak  lensing   n g (galaxies/arcmin 2 )       sq - deg.   seconds  seconds  10   Relative  %  Absolute  %    1  g  5000  2  100  200  24.2  1.8  3.5     r  5000  2  100  200  23.7  1.8  3.5     i  5000  2  100  200  23.3  1.8  3.5  n g  8    z  5000  2  100  200  22.6  1.8  3.5  z= 0.7              2  g  5000  4  100  400  24.6  1.2  2.5     r  5000  4  100  400  24.1  1.2  2.5     i  5000  4  100  400  23.6  1.2  2.5  n g  12    z  5000  4  100  400  23.0  1.2  2.5               3  g  5000  4   400  24.6  1.2  2.5     r  5000  4   400  24.1  1.2  2.5     i  5000  6  200  800  24.0   1   2  n g  16    z  5000  6  200  800  23.4   1   2  z = 1.0            4  g  5000  4   400  24.6  1.2  2.5     r  5000  4   400  24.1  1.2  2.5     i  5000  8  200  1200  24.3   1   2  n g  20    z  5000  8  200  1200  23.6   1   2             5  g  5000  4   400  24. 6  1.2  2.5     r  5000  4   400  24.1  1.2  2.5     i  5000  8   1200  24.3   1   2  n g  28     z  5000  10  400  2000  23.9   1   2  z=1.3    

The reference design presented here will obtain 4 tilings of data at the end of year two (3 if there is a year of bad weather), sufficient to have 3 exposures per point for over 90% of the survey area. It will produce a dataset capable of being calibrated to < 2% relative and < 3% absolute accuracy. The reference design is flexible enough to deal with an El Nino year at any point. The price will be less depth in the z band. In fact, a careful examination of the science requirements versus the reference design expectations will note that we meet our requirements at the end of year 4. We take the year 5 data in z in order to increase the depth and therefore the weak lensing grasp, but weather is a problem. In a five year period we should expect an El Nino so the conservative survey designer will also take the year 5 times as a buffer and contingency to ensure meeting the requirements.

In this conservative view, in the unlikely event that we experience 5 good years of observing, without an El Nino event, the resulting excess contingency time can effectively be used in a number of ways. It could be used to acquire more z band data, as envisioned in the reference design, to increase the weak lensing grasp. It could be used in part to target the SPT “blank fields”, those SPT sources without DES counterparts, in J and H using NEWFIRM as a means to collect the small percentage of SPT clusters at z > 1.5. We will continue to develop ideas for the good luck case while we continue to retain the fifth year contingency in our design.

4.3 Calibration Strategy (WBS 1.3.2)

There are three components covered in calibration: photometric calibration, astrometric calibration, and photometric redshift calibration.

4.3.1 Photometric Calibration

We are proposing a large area, multicolor, imaging survey requiring precision photometry. Traditional photometric reductions which place observations onto a standard system are inappropriate here. It is much more important for extremely large sets of homogeneous photometric data produced using a single instrument to be internally consistent than it is for them to be on previously established photometric systems. For such surveys, the aim of calibration is to produce data sets for which:

· The magnitudes may be calculated by convolving a spectrum with good spectrophotometry with the system bandpasses, and

· The magnitudes vary only by 2.5log10( EQ f\s\do5(2)/f\s\do5(1)), where  EQ f\s\do5(2)/f\s\do5(1) is the ratio of the photon fluxes, independent of position.

· The magnitudes have a well-defined absolute zeropoint.

The first goal puts a premium on knowing the system response curve with precision. The second goal demands knowing the atmospheric effects, but also puts a premium on understanding flat fielding and scattered light effects. The third is a question of standard star observations. We will discuss these three requirements in the next three sections.

A multiply imaged survey demands a calibration strategy that differs from both a single pass survey and a deep pencil beam survey. The pencil beam surveys proceed by observing a set of standard stars at a variety of airmasses in order to calculate the parameters of an atmosphere model, from which one can calibrate data taken anywhere in the sky. This form of precision calibrations demands a concordant amount of the telescope time be devoted to the standard stars. Single pass surveys cannot afford the devoted time, so they employ a dedicated small telescope to monitor extinction during a night and to transfer a star network down to fainter magnitudes to calibrate the main survey. In a multiply imaged survey one should take advantage of the multiple images by acquiring them on different nights and thus averaging down the absolute calibration error. One should also acquire the images on offset pointings of the scale of the camera to average down the relative calibration errors.

Determining the System Response: The observed magnitudes must be predicted within 2% by convolving calibrated spectra with the system response curves. We must measure the system response as a function of wavelength. Understanding the system response curves is critical to using photometric redshifts, and is in fact fundamental to understanding the photometric data. 

System response curves are relative efficiency curves over the entire wavelength coverage of the instrument. The measurement of system response curves requires shining calibrated monochromatic light through the corrector, filters, and onto the CCDs. The light must be sent at the correct f-ratio, because the angle the light beam makes to the surface changes the wavelength response of interference coatings. The response curves must be measured using on the order of 100 resolution elements across each bandpass, which for our 150nm wide filters is 1.5 nm resolution.

We plan on doing this at the telescope with a system that will perhaps be more capable than what we describe here, depending on the outcome of a research program CTIO is pursuing. Regardless, we plan on measuring the response curves before we deliver the camera, during the full up testing of the camera at Fermilab. The system will require creating test beam optics that create a f/3 beam to be sent to the focal plane array, though we plan on illuminating only one CCD at a time.

This system will also be able to test the other components of an astronomical photometric instrument: flat fields and read noise being the two most important.  Testing of the entire Dark Energy Camera system, from focal plane to corrector to data acquisition to observing programs, is of course a very important task. It should be done before we ship the system to CTIO. 

Relative Photometry: Relative calibration is the step of placing all of the instrumental magnitudes, onto a magnitude system corrected for instrumental effects and the atmosphere, but without regard to the magnitude zeropoint. 

Overlapping tilings can make this a powerful technique, and we will use them to perform high precision relative photometry. The essential step is to use ratios of the counts of the same stars observed on two different images to tie the photometry together. Large scale overlaps provide  EQ 10\s\up5(3)-10\s\up5(4) stars appearing in two different images providing numerical precision on the ratios better than 1%, much better than one can know the zeropoints of the images. The limiting factor in this approach is systematic errors, primarily flat fielding and scattered light. Both of these tend to be more problematic at the edges of the field of view. The overlapping hex tilings allow one to average these out.  The relative photometry strategy produces a very flat map, optimal for relative photometry. 

Given these overlapping tilings, the optimal way to think about relative photometry is to ask for the best mapping of the underlying star field given the observations of the star field. The techniques developed for CMB mapping strategies (Wright 1996, Tegmark 1997) can be applied to this problem. The mapping strategies are in essence least squares solutions to the problem of estimating the underlying map given many noisy observations. One forms linear equations of the form y=Ax+n, where y is the data, n the noise, A is the known observation matrix and x is the underlying map one is solving for. One solves for the map  x =Wy, by constructing  W  via   EQ W\s\do5(coadd)=[A\s\up5(t)A]\s\up5(-1)A\s\up5(t). This method is fast, simple, and minimizes the error map variance in the case of white noise.

We have explored this technique using a model for the systematics of the camera.

· A multiplicative flat field gradient of amplitude 3% from east to west.

· A multiplicative 3% rms flat field error per CCD 

· An additive scattered light pattern with a  EQ 1/r\s\up5(2) amplitude from the optical axis, 3% at the edge of the camera

· An additive 3% rms scattered light per CCD
The amplitude of these effects are probably slightly worse than the DECam will exhibit, and work towards understanding the actual levels is ongoing. We also incorporate an atmospheric model for wavelength dependent fluctuations in the extinction at the level we expect at CTIO, with the additional feature of a 10% gradient in the extinction value during a night, which would induce large scale RA dependent zeropoint variations. We simulate the progress of the survey with the survey simulation program mentioned briefly last section, and the relative mapmaking algorithm.  The decrease in the systematic error floor level is faster than sqrt(N) but slower than linear in N, the number of tilings. A table showing the improvement is below, and a realization of a resulting map is given Figure 4.15. This process gives a very flat map, receptive to an absolute calibration.

	Relative Calibration

	Tiling
	

	1
	0.035

	2
	0.018

	5
	0.010
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Figure 4.16 This figure shows a map of the photometric calibration error using relative photometry. The full scale of the scaling bar is –0.20 mags to +0.20 mags. The map is that resulting after 3 tilings and has a rms scatter of =0.013, starting from 10% photometry and a variety of flatfield and scattered light systematics imbedded at the =0.03 level.  

Absolute Calibration: Absolute calibration is the process of transferring the calibration from known standard stars onto unknown stars. The calibration of standard stars includes an energy flux calibration, and the process of absolute calibration determines the ratios of the energy flux between the unknowns and the standards. 

There are choices to be made here in the pattern of observations. We consider two scenarios. The first is motivated by a desire to convert into a far simpler form the standard equation of photometry, m = -2.5 logC - a- k(t)X - cMX where m is the magnitude of an object, C is the measured counts, a is the measured zeropoint, k(t) is the time dependent extinction coefficient, X is the airmass, c is the second-order extinction coefficient. The last term reflects the varying extinction across the broad filters typical of large area surveys.  
First, one notes that wide area surveys have a limit on the maximum airmass they will accept: airmass 1.5 is a pragmatic choice. This eliminates the c term, as the values of c are of order 0.03 and thus the second-order extinction term is of order 0.005. Ignoring it places a photometry calibration error floor somewhat below 1%.  Second, one notes that the zeropoint a changes night to night, while the extinction coefficient k(t) changes  both night to night and drifts during a night. If one were to arrange to observe only at one airmass during the night, the equation would become m = -2.5 logC - a(t). We thus aim for long strips of hexes all observed at the same airmass. Later a hex along the constant airmass strip is absolutely calibrated, and the rest of the hex assumed to be on the same calibration. 

The second scenario aims at providing absolute calibrations to compact areas. The observation progression is to observe a hex and then its “zone of control”, the 6 surrounding hexes, before moving on to a new central hex. Later the central hex is absolutely calibrated and the zone of control hexes is assumed tied to it.  

An absolute calibration, albeit to low accuracy, is possible as soon as the standard stars are taken. For one tiling, the experience is that absolute calibration is possible to 3-4% with the roughly ten standard star observations that current survey techniques use. 

After multiple tilings are in hand, one can improve the accuracy of the absolute calibration by using the fact that we observe the same fields on different nights, using different observations of the standard stars. We use the same atmospheric model that we described above but here taken to have 5% uncertainty, the constant airmass observation progression, and neglected systematic errors. We solved for the zeropoint map using the coadd technique described above. We find that one determines the zeropoint of the coadded images with  EQ s/ \R(,\()N\)precision, where N is the number of tilings in that filter. Starting at 5% rms zeropoint error, one reaches 2% after 5 years by leveraging the many observations of standards that are taken. This 2% is the RMS constraint on any gradients or small scale features in the map. We show a map of photometry errors resulting from this approach in Figure 4.17.

In both scenarios, we plan to use the photometric time with seeing quality not acceptable for the imaging survey to transfer the calibration from standard stars to ~ 10 to 20% of the hexes. These exposures would be shorter than an imaging survey exposure because of brightness at the standards, so they should fit in an available poor seeing time.
There are two calibration programs ongoing that will be helpful to the DES calibration effort.  The NOAO Surveys Project of Smith, Tucker and collaborators is constructing a Southern u’,g’,r’,i’,z’ standard star grid. They use the CTIO 0.9m telescope to observe stars between 8 < r’ < 18 magnitude in fields spaced every hour in RA at Declination –30, every two hours at Declination –60, every four hours at –75, and in several special fields. The program is fairly far along and will be completed by the time of the DES.

These stars are very good standards for the DES, as can be seen in Figure 4.18. Recall that we will not be aiming to place our observation directly on the u’,g’,r’,i’,z’ system (the SDSS is not, for example), but onto the natural instrumental system of the DECam. 
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Figure 4.17 This figure shows a map of the absolute photometric calibration error using map making techniques. The full scale of the scaling bar is –0.20 mags to +0.20 mags. The map is that resulting after 3 tilings and has a rms scatter of =0.037, starting from 10% photometry. The level scales with initial photometry level and with sqrt(N) of the number of tilings: for 5% photometry and three tilings the rms scatter would be =0.022.

The second program is the Stromlo Southern Sky Survey (SSSS), a project led by Dr. Brian Schmidt of the Australian National University. This five year project will provide a precision calibration of the whole southern sky in the photometric bands ugriz+stromgren_v to depths 0.4 magnitudes deeper than the SDSS. For our purposes, this data set would at least replace the USNO-B catalog as a source of per image calibrations, and has the potential to be the “standard star network” of choice.

Lastly, we expect that community users will observe standards especially for non-standard filters such as DDO51 and the narrow band interference filters.  Although not specifically useful for the survey calibration, this could be helpful for other users of the DECam.
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Figure 4.18 Standard Stars from the SDSS Southern Standards Program. On the left is the spatial distribution of standard stars in the program. On the right is a plot of the error distribution versus magnitudes of the standard stars in one of the standard fields, which serves to show us the magnitude range of the standards.
Checks on the Photometry: We must be able to check the accuracy and precision of our calibration.

The mapping strategies we have explored aim to measure magnitudes, and make no use of colors. This allows us to use known astrophysics to check our photometry. The stellar locus in color-color space has extremely well defined principal axes. The SDSS has shown that in the twin color spaces of g-r, r-i and r-i, i-z one knows the location and direction of the principal axes to a precision of 


 EQ s=s\s\do5(0) \R(,\()4000/N\s\do5(stars)\) \R(,\()N\s\do5(bins)/64\)


where  EQ s\s\do5(0) is of order 0.003 magnitudes. In single exposures of 100s, the DEC reaches about 21 mag at a S/N=100. This implies about 2000 stars/sq-degree. The SDSS experience is that only about 1/4 of these are clean, in the sense of being located away from image edges and not blended with other objects. We will have about 500/sq-degree of useful stars, which corresponds to roughly 20/CCD. This means we can use the stellar locus in three ways to check our calibrations: 

· CCD calibration on full sensor scales: Three adjacent hexes provide enough stars to check the calibration on each CCD to 0.003. Recall that the equation above scales to 64 bins, and our current designs have about 60 CCDs.

· CCD calibration in 100x100 pixel scales: A complete tiling of 2000 hexes provides enough stars that when one selects all the stars observed by a given CCD one has enough statistics to explore the calibration in 100x100 pixel sub-regions.

· CCD calibration on 300x300 pixel scales: Breaking the complete tiling up into 10 blocks of 200 hexes each, one can do the same on 300x300 pixel sub-regions and check for variations with, say, right ascension. 

It is worth pointing out how powerful this check is. We are calibrating the magnitudes independently of the colors, and checking the resulting colors, which are magnitude differences, using a precise test.

4.3.2 Astrometric Calibration

The requirement on astrometric calibration is < 0.1” absolute. The design of the corrector optics provides for low, but non-zero, distortion. It  may be necessary to include terms beyond the standard linear (affine) terms in the World Coordinate System convention. IPAC has put forward an extension to account for the distortion in the Spitzer Telescope IRAC instrument, and we will adopt this convention.

Astrometric calibration of images from DECam is straight forward and will be implemented using a variant of the astrometric pipeline developed for the Red-Sequence Cluster Survey (RCS). This method has been demonstrated to work well on similar mosaic data from the CFH12K (on the CFHT), Mosaic-II (on the CTIO 4m) and the currently largest operating imaging mosaic, MegaCam on the CFHT. Astrometric calibration will be done in a two-stage process. First, an astrometric reference frame of a sufficiently densly populated field will be used to define a relative solution between all chips in the camera. Each chip is treated by a low order polynamial (typically 2nd-3rd order) which maps pixel x and y in relative RA and DEC about some fiducial camera center. The reference field will be chosen to provide a density of 500+ objects per chip to make this mapping precise and robust. This reference field can be a moderate galactic latitude field with existing USNO-B astrometry, or more preferably one of the equatorial fields with precision astrometry developed as reference fields for the Sloan Survey. Snapshot reference fields can be acquired in twilight on a regular basis (typically a few times a run) to monitor the camera's astrometric stability. The full image for all chips in DECam for a given science pointing is then mapped onto the sky as defined by the USNO-B catalog using a second polynomial which spans all chips. Over the area of DECam there will typically be 1000's of objects to match to, which is more than sufficient to ensure a good solution. Application of this algorithm produces astrometry which is accurate to about 0.1" in each coordinate, as is shown in Figure 4.35 for existing RCS mosaic data.
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Figure 4.19   The histogram shows the distribution of residuals (both coordinates summed in quadrature) between RCS and SDSS positions for moderately-bright point sources in the overlapping fields. This comparison independently shows that the typical residual, per coordinate, is about 140 milliarcseconds between the SDSS and RCS. The uncertainty, per coordinate, for the SDSS is 50-100 milliarcseconds, suggesting that the RCS (and by extension, the DECam data) can be astrometrically calibrated to a similar accuracy.

4.3.3 Photometric Redshift Calibration

At the core of all of the science goals is accurate photometric redshifts.  Our plan is to observe the areas of several ongoing redshift surveys. We expect to require roughly 1000 redshifts per 0.1 bin in redshift from 0.1 <= z <= 1.5. This requirement becomes progressively more difficult as the redshift is increased. We plan to overlap several surveys. These include the 200 sq-degree SDSS Southern Survey, which has 100,000 redshifts down to i=20 and out to z=0.5, in combination with the 2df-SDSS survey, which has 10,000 redshifts of red galaxies out to z=0.75.  In addition, two other large but deeper redshift surveys, the VIMOS VLT Deep Survey and the Keck DEEP2 Survey, are both currently in progress and will overlap the DES on or near the equator. These surveys will provide of order 100,000 redshifts, out to z=1.5 and above, useful for photometric redshift calibration of the DES.

In Section 2.7, we described our initial simulations of photometric redshifts for red cluster galaxies as well as for the general galaxy population. Our current plans for improving our understanding of photometric redshift calibrations will focus on a detailed characterization of the photo-z error distribution (i.e., mean, variance, skewness, catastrophic error rate) for galaxies down to the DES depth (i = 24).  This will be done as a function of the most relevant galaxy parameters, in particular magnitude, redshift, and SED type or color.   For this purpose, we are using mainly data from the GOODS HDF-N and CDF-S fields, which contain spectroscopic galaxy redshifts to the relevant  DES depths, along with available multicolor imaging.  We will use the GOODS data sets, as well as simulated Monte Carlo galaxy catalogs generated from them, to characterize the photo-z errors expected for the DES observational parameters.  In addition, we will supplement the GOODS sample with CNOC2 and SDSS data, which do not reach the DES imaging depth, but will provide, at brighter magnitudes, much larger spectroscopic redshift samples than are possible from the smaller GOODS fields

4.4 Survey Data Simulation (WBS 1.3.3)

The survey has precision measurements of dark energy as its highest goal. To extract our science, we must understand both the cosmological physics we are using in the measurements and the impact of the instrumental signatures on those measurements. To design our survey, we must understand what we would expect to observe under various scenarios, be it the question of simplicity of selection function with redshift for clusters given a range of i or z limiting magnitudes, or the effect on weak lensing moment measurement efficiency of decreasing the point spread function by 0.1”. We must produce a scientifically reasonable simulation of the survey. 

We envision using a combination of analytic methods, catalog-level simulations and image-level simulations for the Dark Energy Survey. Analytic models and methods (e.g. Fisher analysis) provide us with a quick means of estimating measurement and parameter uncertainties. Catalog-level simulations provide the next step of complexity, and allow us to incorporate more detailed and realistic models of statistical and systematic errors (on e.g., photometry, shear, photo-z’s), and also allow us to test and optimize the science analysis pipelines using large mock data sets. Finally, full image simulations provide a means of characterizing instrumental or observational systematic effects which are otherwise difficult to model analytically ab initio. An example would be measuring flatfielding or scattered light photometric residuals, as the images are propagated through the many steps of the coaddition and data reduction pipelines. Such image simulations then provide the data needed to analytically model the systematic effects and to subsequently feed them back into the catalog simulations in a simple manner.

One aim is to build up simple fitting functions and approximations from the simulations that can be applied in the analytical techniques.

4.4.1 Catalog Level Simulations

The start for this effort is in simulations of the dark matter distribution either from N-body simulations or from analytical approximations. Work will be needed here, probably from outside the collaboration, to extend these simulations to a grid in  EQ W\s\do5(L) and w. Collaborator Albert Stebbins (Fermilab) is exploring a fast analytic technique using mult-gaussians to approximate the dark matter distribution.

Next, galaxies must be placed on the dark matter distribution. The spectral energy distributions (SEDs) of the galaxies must be assigned, and apparent magnitudes calculated. The output of this is a catalog containing ra, dec ,z, mag, SED for the galaxies in the survey area, along with catalogs of the dark matter clusters and the expected shears. The current simulations that do this do not deal with size, shape or morphology, and they will have to be extended to incorporate these, likewise for the effects of galactic dust. Further, the galaxies that are put in usually are limited to brighter galaxies due to the resolution of the N-body simulation, and an analytical model is needed to put in the lower luminosity galaxies. The output of this work is a galaxy catalog. Collaborator Risa Wechsler is working on accurate methods of placing the observed galaxy distributions onto N-body simulations. We are also pursuing analytical expressions for observed galaxy property distribution functions and photometric redshift error distributions, using relevant imaging and redshift data available from the GOODS, HDF, CNOC2, SDSS and other samples.

Next is the addition of the stars. Here we should take advantage of the existing star maps, from the Hipparchos Tycho (108 stars) or USNO-B1.0 (109 stars) catalogs. The USNO-B1.0 catalog reaches to V=21 in two bandpasses. Fainter than this, we will adopt a galaxy structure model such as Bahcall-Soniera to predict the statistical distribution of stars. The output of this is the star catalog.

Shear induced by intervening mass concentrations must be applied. Collaborator Erin Sheldon is exploring shear measurement sensitivity and systematics as a function of PSF and galaxy property.
Lastly, a model for the Galactic dust must be used to apply extinction and reddening. This can be done using the Schlegel, Finkbeiner, and Davis dust maps. The galaxy and star catalogs will be combined, and the galactic dust model applied.

As an aside, cluster catalogs can be constructed from the galaxy catalog, the shear maps, and the dark matter catalogs. One should also extend this to SZE cluster samples.

Instrument Model: The survey simulation will break these galaxy+star catalogs up into telescope pointing and time series information.

Once assigned a pointing, the stars and galaxies may be assigned to a given CCD. This brings us to the instrument model. The instrument model will be taken to start at the atmosphere and end at data reduction. It will consist of:

•
The weather model: correlations between time of year and the atmosphere model

•
The atmosphere model: sky brightness, seeing, zeropoints, extinction, differential extinction 

•
The optics model: distortion due to the optics design, optics induced PSF variations, temperature dependent filter effects 

•
The sensor model: QE, gain, read noise, bad columns, cosmic rays, cross talk. 
The output of this is a modified star/galaxy catalog containing the instrumental effects as well as the cosmological objects.

Notable among the existing elements of the model is Steve Kent’s optics program, which can predict the PSF at any position in the focal plane for the DES optics. Much of the sensor model work consists of working with the CCD testing team and the photometric calibration team to extract the necessary information. These include such straightforward items as read noise and bad column maps to more complicated issues such as system throughput.
4.4.2 Image Level Simulations

For many purposes the catalog level simulation will suffice. For the full mock data challenge, we will need to take the next step to full image simulations.Given the catalog of objects, one places them into artificial images. If one takes as a given that the catalogs contain -all- of the information necessary to produce the images, then this step contains much interpolation on the natural grid of galaxies. The alternative is to use CCD level information packaged in a different way, as will probably be most efficient for the spatially varying PSF that can be predicted from the optics model.

We have begun exploring four well known packages available for simulating optical/NIR astronomical images.  These are the Shapelets package written by Richard Massey, the ARTDATA package in IRAF, the Terapix Skymaker package written by Emmanuel Bertin, and the SDSS simSurvey package. In all four of these packages, simulated images are generated using object lists of stars and galaxies.  These lists can either be supplied by the user or generated directly from the software package. The relevant features of these codes:

Shapelets: The Shapelets code (Massey et al 2004) aims at producing the most realistic galaxy morphologies, by decomposing the objects detected in the Hubble Deep Field into their shapelet parameterizations and then resampling the shapelet coefficients to build up realistic simulated galaxies.  The Shapelets code is in the IDL framework.

ARTDATA: ARTDATA is part of the IRAF astronomical image processing package, and has been robustly tested by the astronomical community. It can generate stellar images using moffat or gaussian profiles; in addition, user-supplied profiles or images can be used to generate stellar images.  Galaxy images are simulated using either de Vaucouleurs or exponential disk profiles; as with stellar images, user-supplied profiles or images can also be used to generate galaxy images.  ARTDATA does not generate diffraction spikes, saturated objects, or bleeding along columns, although cosmic rays can be simulated.   

Skymaker: The Terapix Skymaker package generates the most realistic instrumental effects.  Skymaker includes the effects of tracking errors, atmospheric seeing, diffraction spikes, and low-order aberrations into its PSFs.  Skymaker can also simulate saturation and charge bleeding along columns.  Galaxies are modeled using  de Vaucouleurs profile bulges and exponential disks.   Skymaker is written in standard C, and the source code is available for modification.  Skymaker unfortunately has little documentation, but descriptions of it can be found in Erben et al. (2001) and Blaizot et al. (2003).

simSurvey: The SDSS simSurvey package was written to generate simulated data to test the SDSS imaging pipelines. Stars and other point sources (like asteroids) are simulated by delta functions which are then convolved with instrumental and atmospheric PSFs.  Galaxies are simulated using de Vaucouleurs bulges and exponential disks.  Power law wings can be added to the image profiles. It is written in the SDSS ASTROTOOLS/DERVISH software environment, which is based upon ANSI C and Tcl/Tk.  As a Fermilab in-house product, it would be easy to modify, though major modifications may be required to use simSurvey for the Dark Energy Survey simulations. 

We will likely select the best components of each package. For example, Steve Kent’s program cray will generate PSFs from the DECam optical model, be fed through Skymaker code to modify the PSF for a variety of instrumental and atmospheric effects, and sent on to the Shapelets code to generate the galaxies and stars.  Our aim is not to produce another simulation package, but rather to generate useful simulation data sets.
4.4.3 Image Simulation Production

We are discussing a very large simulation, requiring much computation and storage to create. We will take advantage of the GRID3 architecture that Fermilab and the US DOE/NSF grid community is creating. This features a shared security architecture that allows virtual organizations, say the Dark Energy Survey Simulation Team, to access all of the computing and storage of a distributed grid of compute clusters.

We will use a workflow management system, Chimera, that allows us to both manage the production side of running the jobs on the compute farms and to track the provenance of the data we create. We will use the Storage Resource Management (SRM) tools to shepherd the data during the simulation construction and during the transfer of the data to NCSA for data reduction. The aim here is to use the standards of the Virtual Data Toolkit, including Globus, as a means of leveraging the large amounts of work the core experiments of the Grid Physics Network (GriPhyN), the International Virtual Data Grid Laboratory (iVDGL), and the Particle Physics Data Grid (PPDG) (CMS, LIGO, SDSS, ATLAS, and others) have contributed.This is a data intensive science application and we propose joining the Grid3/Open Science Grid effort.

4.5 The Mock Data Reduction Challenge (WBS 1.3.4)

A mock data challenge is a tool for testing the accuracy and robustness of a data management system. This project component (WBS 1.3.4) is led by Chris Stoughton and will produce the mock data needed for these challenges, coordinate with the data management team (WBS 2.6) to carry out the reduction of these data, and then analyze the results. The results provide feedback that the data management team will use to improve the system.

Three milestones drive the development of the mock data and the pace of the data processing system development. All of the data produced at the milestones will be processed through the data production system as it exists at the milestone.

The three milestones:

· One tile: multiple exposures in four filters to completely cover one tile at a time. This exercises data formats that define the detectors in the focal plane, readout system, telescope, image data and log files. At this first milestone, values for these configurations, as well as the read noise and sky level, are in place. The goal is to provide baseline versions of all of these files and sample data to baseline code development.

· One night: several complete tilings, and some incomplete tilings. This tests the functionality of the databases to associate objects within single tiles and in areas overlapped by more than one tile. For completed tiles, run processing to produce the complete catalog. Exercise algorithms to plan future observing, especially in light of bad or incomplete data.  Measure performance of all systems to scale to full system.

· One month: a full stress test of the data systems demonstrates that we can process data at the rate they are collected, and provide realistic benchmarks for data access methods for catalogs and files.
4.6 The Mock Data Analysis Challenge (WBS 1.3.5)

Once catalogs are produced, the science must be extracted. Surveys allow a broad range of science to be done, but here we focus on the 4 key projects of the Dark Energy Survey. We can test the analysis pipelines using the simulations and the results of the mock data reduction challenge. We will test the analysis pipelines on a years worth of simulated data before the survey begins.  This is a commissioning task, to be done in 2007-2008.

The 4 key projects are:(1) The evolution of the population of clusters of galaxies out to z > 1 (2) Weak lensing power spectra and cross-correlation cosmography (3) Galaxy angular power spectra (4) Supernovae out to z=0.8.  All four projects depend on the existence of good photometric redshifts. At the heart of photometric redshifts there are two generic techniques. The first is polynomial fitting of observed colors to redshifts. The second uses templates to predict the observed colors. Both are being explored. The cluster counting projects and weak lensing projects both require optimal shape measurement codes and shear analysis packages. The cluster counting projects, the weak lensing projects, and the galaxy angular power spectra projects all require angular power spectra measurement techniques, often based on fast correlation function calculations. There are analysis packages specific to the individual key projects. For example, in optical cluster finding there are two generic techniques to find optical clusters, using the E/S0 ridgeline of red galaxies to locate clusters or to use a matched spatial/luminosity filter on photometric redshift shells. There is the also the problem of computing the selection function, which occurs both using the simulations and by putting fake galaxies into the data stream and reanalyzing the data.

The whole collaboration is tasked with developing the analysis codes under the lead of the data management group. What we outline here is the organizing of all of the packages to accept the catalogs from the data reduction and produce the cosmological constraints we are interested in.

4.7 Summary
We have described a reference design for the Dark Energy Survey Strategy that meets our survey science goals and requirements. The reference design represents our current thinking and choices for the survey strategy. Further analysis may show that better options are available. The design of the Dark Energy Survey Instrument will be discussed in Chapter 5.
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� The exact statement is more complicated. The transition between the linear regime and the square root regime is determined by the telescope aperture, instrument throughput, point spread function, and the sky background level. 


� Area is more important than depth, given that one is starting with a 4m telescope and a high efficiency instrument.


� This is the Honeycomb Conjecture proved by Hales in 1999 after a mathematical history of 2500 years.


� The color scheme seems to be: N tilings is red, N-1 tilings is blue, N-2 tilings is yellow, and if there is only one tile, it is pink.


� The number of tilings also directly affects the data volume, as each tiling when reduced takes roughly 2 Terabytes of disk space.


� The algorithm improvements are all based on the idea that if there are three or more images, it is possible to vote on the truth on a pixel by pixel basis, whereas if there is one or two images, one must examine surrounding pixels.


� The moon actually does not enter the SPT survey area:  the moon remains within 6 degrees of the ecliptic plane, and the ecliptic plane is at its closest 67 degrees away from the South Galactic Pole. We can image in z-band in the SPT area for any moon position.


� The actual spatial pattern is constrained by 1) constant airmass, 2) select low RA first, then low Dec, and 3)  preferentially stay inside the current sector, a 15 by 15 degree box. The latter two constraints are needed to work on the parts of the sky best visible early in the season rather than late in the season.


� This was unsurprising because the exposure time was chosen to obtain 1 tiling per year, and we adjust it accordingly.


� The difference between relative and absolute calibrations is developed in section 4.2.1.


� Our survey area has 5000 sq-degrees, the DECam has a tiling area of 3.0 sq-degrees, and there are thus 1667 tiles in the survey area. When we lay down a hexagonal grid on the celestial sphere in the simulation, we find we need 1775 tiles. We ascribe the difference to a declination dependant tiling area. The mapping of a hexagonal grid on the sphere is an interesting problem, one that has been explored by the climate modeling community (Randall et al. 2003) , and we are examining their solutions while continuing our own exploration of the topic.


� It works well, assuming that the problems in October can be resolved by working the hex selection algorithm. This is likely as the current algorithm weights equally objects in the east and in the west, whereas hexes in the west are more valuable, as they sink with season as well as with the passing hours.
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