6.
Data Management

The Dark Energy Survey data management component will handle the data from the moment it is written by the data acquisition system onto a disk sitting on Cerro Tololo to the time when science and public archive ready data products are available in Illinois. The goal is to develop a series of automated pipelines that produce high quality data products with minimal human intervention. The data management effort will include a significant simulation effort to verify the pipelines during the construction phase and continually test the pipelines during the survey phase.  Data quality assurance through autonomous processing, human visualization, and ultimately scientific analyses by the DES collaboration will lead to robust, science-ready data for the whole community.  A philosophy that underlies this data management solution is to use existing, hardened code for the bulk of the reduction pipeline.  Because large CCD imagers have been around for some time and are used widely in the community, we can draw upon a wealth of existing solutions.  The primary challenge will be in scaling these solutions to an order of magnitude higher data rate and creating a seamless, overarching structure that coordinates the observing, reductions, archiving, public access and science analyses.  The lessons we learn will feed the solutions being designed and developed for the Large Synoptic Survey Telescope, which is a far more challenging problem.

The survey will be organized to deliver constraints on the dark energy in concert with the South Pole Telescope (SPT) cluster survey after the second observing season.  Science return from the other key projects (SN survey, weak lensing and galaxy angular power spectrum evolution) will also begin after the second observing season, with analyses of the full datasets available within one year of the completion of the survey.  The public data releases will be organized into two efforts:  (1) raw and fully reduced, astrometrically calibrated single-pointing images with the best available photometric calibration will be released to the public 1 year after they are acquired; (2) co-added images that are being built up in four bands together with associated object catalogs with photometry and astrometry to specified accuracy will be released once at the midpoint of the survey and then again one year after the completion of the survey.

The survey data management will be a collaborative endeavor led by the University of Illinois (U Illinois) and involving chiefly Fermilab and NOAO but also with possible contributions from the University of Chicago and LBNL. U Illinois and Fermilab will provide the bulk of both the personnel and the hardware resources necessary to support the data management.  Our data plan must address not only the technical issues of data handling across the sites, but also the issues of distributed software and system development.  Our data plan aims to leverage efficiently the expertise and resources from the participating sites.  In this chapter we describe a collaborative approach to meeting our data management goals.   We also address the use of the tools developed for survey data management for non-survey observations, such as those obtained during time generally allocated by NOAO to its user community.

6.1 The Development Process

The first step toward delivering the data management system is a design phase, which is already underway.  The main deliverables of this phase will be:

· Detailed requirements for a data management system necessary which meets the

 science requirements

· A high-level architecture design

· A set of work packages—development modules that constitute the deliverable

 system components.

· A software development process

· A reference software environment

· Coding guidelines

Within Chapter 7 (“Project Management Plan”), we discuss how the collaboration will deploy its personnel to deliver these design components.  In this chapter, we discuss the technical side of the design as it has been developed thus far.  In particular, it is worth discussing how the development process will guide design and implementation.

The software process is the set of policies that we will follow to support the distributed development of the system.  The process should be lightweight enough to allow sufficiently rapid development.  The development process will include a design phase for each work package containing multiple stages, each capturing increasing detail (e.g. “conceptual”, “preliminary,” and “comprehensive”); these would be reviewed by the development team across the collaboration to capture overlap and interfaces between packages early in the process.  

An important part of the software process is the definition of the reference software environment.  This is the environment necessary to develop and run the software.  It includes the target hardware platform types (e.g. clusters, single-node machines), operating systems, allowed computer languages, compiler versions, and necessary libraries.  All software will be required to run in this reference environment.  The reference environment should not be so restrictive as to make it impractical to run the software except on a few specific computers (the exception, perhaps, being hardware interface software), nor so permissive that we support unused platforms.  At a minimum it should include the platforms that we expect to use during the operation phase.  If the reference environment is simple to assemble, the code—particularly the pipeline software—will be more portable to other sites.  

Informing the review process should be a set of coding guidelines.  Usually language-specific, these define minimum coding practices that allow for collaborative maintenance of the code and efficient integration.  The documentation practices form an important part of the coding guidelines.  Meeting these guidelines will be required for the code to be considered complete and accepted by the project.  Another important component are any requirements for the development of associated test code for the various software components.   

Finally, we will deploy a software repository, building, and testing environment.  All sites will have access to the code via CVS (or some other appropriate network-aware revision control system).  The build system will “check-out” the code from the repository periodically and run a battery of test suites.  Thus, a testing framework will be needed to enable automatic testing which can catch inadvertent “breakage” of the code throughout the build phase.

We expect to borrow heavily from the Sloan project at Fermilab and the CARMA Computing group at NCSA to deploy the software process.  In particular, it would be straight-forward to reuse many of the technologies these groups use to manage their software processes, technologies like Bugzilla for error tracking, JUnit for testing, and make-based build systems.  

6.2 Data Products and Data Storage

In the current camera design, the focal plane is tiled with sixty-two 2048x4096 science devices, and the ADC will deliver data with 16 bits per pixel.  Each detector will have 2 readout amplifiers, and a full single-pointing image will be 1.0GB. Our current plan is for a single read of the DECam to produce 128 2048x2048 FITS images.  We will organize each of these reads into a directory with a naming convention and header keywords that specify the readout amplifier and detector of origin.  The raw data products coming from the telescope will be images with populated header information from the CCDs in the camera after exposure; these constitute level 0 products.  We will produce roughly 100 TB of raw imaging data over the course of the survey.  These must be calibrated to remove instrumental response.  The individual calibrated images themselves will be of value to the astronomical community as the basis for research that lies outside the scope of our science goals; thus, they can be released as a “level 1” product.  

The primary product that will form the foundation for the survey science—the level 2 product—will be a set of four image collection, one for each band, formed from the co-addition/mosaicing of all the data from the survey.  The data will likely be stored (and made available) as regular tiles that share a single image scale calibration, covering the entire survey region; however, access to arbitrary mosaiced cut-outs will be made available.  From the co-added images, we will produce a set of higher level (level 3) catalog products.  Most notable of these catalogs will be a full object catalog listing photometry and positions for all detected objects in the survey.  

The highest level products—level 4—are those produced by the science teams and form the basis of scientific analysis.  Among these are the photometric-redshift catalog (containing photometry and redshifts for all galaxies detected), and the galaxy cluster catalog.  The practical distinction between level 3 and level 4 products is in the applicable public release policy (described in section 6.4):  level 3 products will be released to the public along with the co-added images, while release of level 4 products will be released by the time of the science publication.

Experience gained from the SDSS shows that data processing actually expands the data collection rather than reducing it.  We estimate that after the first year we will need to house roughly 100 TB of raw and reduced data products.  By the end of the project, the total storage needs will approach 1 Petabyte, though much of this can reside in secondary storage (i.e. tape).

 

6.3 System and Software Architecture

In this section, we outline the system and software architecture necessary to create and support the necessary science data products.  Figure 6.1 illustrates the overall data flow.  All survey data products—raw and processed—will be archived at NCSA. Our model allows some or all of the archive to be replicated at Fermilab or elsewhere in the collaboration.  Similarly, while we expect that the NCSA processing resources (see section 6.5.5) will be sufficient for production processing, we adopt a grid-based architecture to allow processing to be shared with Fermilab platforms, as well as the wider grid community. This will be important when significant reprocessing is needed (we are baselining a complete reprocessing of the dataset after each observing season). Our initial requirement for grid architectures is aimed to support simulations that will be produced at Fermilab and analyzed at NCSA. 


We see the pipeline as being made up of two layers.  The “science” layer contains the software modules that contain the science algorithms to be applied to the data.  The “data management” layer handles the execution of those modules as well as the management of the input and output data (i.e. transferring them from storage to the compute platform and back) within some execution environment.  By separating data management and science software modules, the modules will be more easily adaptable to different execution environments. 

In both layers, we would like to maximize the amount of software reuse.  In the data management layer, we propose to build a framework from existing grid-based solutions.  The major virtue of a grid-based architecture is its transparent access to computing and storage resources, regardless of the specific platforms being used.  Not only will this lower the cost of developing the framework, it will be critical to leveraging the resources at both NCSA and Fermilab in a uniform way.  We plan to take advantage of our previous experience with these technologies from the TeraGrid and the Open Science Grid Initiative to rapidly define our grid-based environment.  In the science domain, we will draw from the existing, well-tested suites of astronomical software, only writing new software where the science demands a new implementation.  This means that our software framework must support the execution environments of one—or possibly several— external packages.

6.4
Public Data Release and Pipeline Access

A public archive of the survey data will be maintained by NOAO and NCSA.  This public archive will include raw and reduced (level 0 and level 1 data), single pointing images with astrometric and photometric calibration with uncertainties.  The default photometric calibration will be carried out using USNO-B2 catalogs, which will provide a stable source of calibration information from the beginning of the survey.  Over time we will build up directly calibrated DES imaging over the survey region; once we develop a robust calibration, we plan to transition away from USNO-B2 to an internal DES calibration. Our goal is to make this transition by the midpoint of the survey, when our first catalog and co-add data release occurs (see below). These reduced images will be made available to the public 1 year after they are acquired.  Full reprocessing with improved algorithms will necessarily include some data that has already been released.  These data will be replaced in the archive with updated header information to indicate the changes. In addition to these imaging-only automated releases, we expect to release the coadded images in each band and associated catalog information (astrometry, photometry, star-galaxy classification, etc) at the midpoint of the survey in 2011 and again one year after the end of the last observing season.

In addition, we plan to allow full access to the pipelines (and the pipeline software)  that produce these single-pointing images and the coadded images. Cluster catalogs, shear maps, photometric redshift estimates and other derived properties will be released upon publication of the results and at the discretion of the individual science teams.  These teams may choose to coordinate release of some products with the release of the level 3 products.

6.5 Overview of Data Management Operations

Following the development phase (2004-2008), the data management component will enter the operations phase (2009-2014).  Naturally, the development is driven by the operational requirements of the data management component, and so we first describe the operations phase in some detail.

To estimate the nightly data production, we adopt an 8 hour observing session with an imaging cadence of 2 minutes.  This corresponds to about 240 science images per night.  To this we add 60 calibration images (assumed to be 10 flats in each filter, 10 bias frames and 10 dark frames) to produce a total of 300 images or 300GB of raw data for the night.  If we include a 30% data compression gain, then during the science observing, there is a sustained data rate of 0.4GB/min or 54Mbps.  Add to this a 20% calibration overhead if the goal is to transfer the calibration data by the end of the night.  It is likely that the raw calibration data can be transferred during the day following the observing, and only the final, reduced flats and bias frames are transferred to La Serena at the beginning of the night to facilitate the time domain reductions.

6.5.1 CTIO Operations

The DECam data acquisition system will deposit imaging data onto a disk storage system. We will install an “instrument cache” to capture all data flowing from the instrument.  This will provide both a buffer for extremely rapid data quality analysis on a subset of the data and a queuing area for the data to be transported to La Serena.  Nominally this would be a 4TB RAID “data brick” ($9K today), which would provide safe storage for two weeks of observations or storage for shorter periods together with storage of calibrations and other standard files (catalogs, etc.) needed for and produced by the data quality comparisons.  Data would be deleted from this mountain cache only when transfer to both La Serena and U Illinois is verified.

In general, we want to keep the mountain computing activities to a minimum, because (a) a viable link to La Serena will exist and (b) computing resources can be more easily maintained in La Serena.  However, we have to expect failures in the link from time to time, and so key quality assurance processing must be carried out on the mountain.  A fast workstation will be positioned on the mountain and used to process a subset of the data coming from the camera.  This subset could be as few as 5 or 6 of the imaging nodes.  These data would be fully reduced—including an astrometric and rough photometric calibration.  This rough photometric calibration could come from either (a) the available USNO B2 stellar plate photometry, (b) the photometric solution derived from standard star observations that night, or (c) overlap with other calibrated DES imaging data.  Image statistics such as the PSF and its variation, the sky brightness, the extinction, the estimated 10 sigma stellar photometric limit, and the number of bad or saturated pixels will be recorded in the survey database.  A telescope pointing correction will be calculated, and the operator will be given the option of adjusting the pointing automatically.  This same system will allow data visualization by the observer, and it could be used to produce the nightly calibration products to be sent to La Serena for the time domain analysis.

6.5.2 Data Transfer to La Serena

Assuming that raw calibration data will be sent post observing, the bandwidth requirements on the CTIO-La Serena link are driven by the need to transfer one science image before the next one is produced. Our minimum bandwidth needed for normal DES operations is then 1GB in 2 min = 54Mbps (assuming 30% compression).  Including some contingency for overheads and other necessary network traffic (such as frequent video links between observers and survey scientists in Illinois), we should aim to have ~100Mbps available for normal survey operations.  

The current CTIO-La Serena network connectivity is provided by a direct microwave link with 99.9% uptime design specifications which is shared between CTIO, SOAR, and Gemini.  The current bandwidth available to CTIO+SOAR (not including Gemini) is 155Mbps over one channel on the microwave link.  Gemini operates over a separate 155Mbps channel, and the two channels provide backup/fail over for each other.  Future network infrastructure could include an additional 155Mbps channel (the quantum for upgrades to the current link), which would cost ~$50K today.  If LSST is sited on Cerro Pachon, it is likely that NOAO and LSST will install a fiber link directly from La Serena to Cerro Pachon and Cerro Tololo.  It may be possible to install this well before LSST’s expected first light, possibly even before the commencement of DES survey operations.  Such a fiber link would allow almost unlimited bandwidth for use by DECam and other high-data-rate instruments coming to Cerro Tololo and Cerro Pachon.

Although we would have room to cache two weeks of data on the mountain, in the unlikely event of a failure in the mountain to La Serena link, we would like to continue to move the data at a relatively normal cadence.  This would be required to ensure full quality assurance and timely processing for time domain analysis.  In the case of failure, we would use “sneakernet”, shipping the data on disks down from the mountain and possibly all the way to U Illinois.  This disk-based transfer (if done today) would be based on 1TB firewire/USB 2.0 drives, which could store three nights of raw data.  We might plan to have three to five 1TB boxes ($1.2K each today) on the mountain, ready for use in the event of such a failure.

6.5.3 La Serena Operations

Data processing at La Serena will focus on the SN alert processing.  Roughly 10% of the survey time will be used for repeat observations of fields to find and follow SNe.  Given the time sensitive nature of the data analysis and SN discovery, the main processing center for this component of the survey data will be in La Serena. DES/SN data will be analyzed for transients, and SN candidates will be automatically flagged for external follow up (such as spectroscopy) and filed to a publicly accessible database. Candidates will be analyzed for color and light curve shape on the fly, which will facilitate the SN type and distance estimates, providing necessary information for prioritization of the candidates.  This processing should be rapid enough that candidates are made available to the community before the next observing night.  The processing infrastructure should be modular and scalable, allowing for the addition of processing modules.  An existing solution to process the SN survey data, the SuperMACHO/ESSENCE projects’ SM/SN pipeline, is currently in operation at CTIO.  This pipeline handles 20 GB of raw CTIO 4m MOSAIC data (this camera is 7.5times smaller than DECam) in a night. The DES/SN component will deliver data at a rate of ~30GB/night, not far beyond the current data rate handled by the SM/SN computing cluster (20 1Ghz class CPUs).  Thus, we expect the natural increase in CPU speeds between now and 2009 will enable a cluster of moderate scale to carry out these reductions.

6.5.4 Data Transfer to Illinois

We plan to use international network connectivity to automatically transfer the data from La Serena to the NCSA archive at U Illinois.  Our goal is to completely transfer each night of data in under 24 hours.  One night of data is about 300GB, so we need a sustained transfer rate of at least 21Mbps for the DES, assuming that we transfer only raw data and achieve 30% compression.  Note that this assumes we do not bother transferring anything besides the raw data. To allow for contingency and overheads in the transfer, we require a bandwidth of  50Mbps for DES operations. Currently there is a 10 Mbps link directly from La Serena to Miami, where we access Internet2.  This 10 Mbps is broken up “4/6/10”, where NOAO is guaranteed 4 Mbps, Gemini 6 Mbps, but either can burst up to the full 10Mbps.  This link will definitely need to be upgraded in order to provide effective data transfer of DES data to NCSA.  NOAO is currently actively pursuing a variety of avenues to provide a significant upgrade to its current international bandwidth.  These efforts are being undertaken in collaboration with Gemini and other Chilean-based astronomical facilities.  It is likely that the bandwidth will grow by 2009, the first year of observing for DES, and we will work with NOAO to make sure this happens.

This international connectivity will almost certainly not be as reliable as the connection from telescope down to La Serena, and therefore a backup data transfer strategy is an even higher priority.  Although the transport time is significantly longer, the same “sneakernet” solution described above, regularly shipping TB disks will be used in the case of extended network outages and/or when the network transfer gets significantly behind the real time data flow.  Given that the NCSA data processing is not as time critical, the delay of approximately one week for international shipping should not pose a significant problem for the survey.  It is however necessary to scale the NCSA (and/or grid) processing capability to be able to “catch up” with any significant delay by processing more than one night’s data per day.

6.5.5 U Illinois Operations

U Illinois operations will largely rely on NCSA computing resources for archiving and processing the DES data.  The goals are to (a) produce calibrated single pointing images, (b) produce coadded images in each of the four bands, (c) produce object catalogs that will feed the science analysis, (d) provide for seamless collaboration and public access to the data, and (e) process the data at a rate faster than it is being produced.  In addition, we expect to reprocess all the data from time to time as improvements in the algorithms and better calibration products become available.  These goals require a large data storage facility approaching 500TB, modest real-time processing capabilities, and the development of grid-based processing algorithms to speed the reprocessing of the data.  Below we describe each of these components in more detail.

NCSA has large amounts of storage available today, and there are plans to increase this capacity by more than an order of magnitude on the timescale of the DES.  The NCSA director will provide 100TB of spinning disk storage together with mass tape storage of 400TB to support the DES reductions and archiving (see attached letter of support).  All raw data will be stored, and processed data products like single-pointing images, coadded images and object catalogs will also be stored.

The single image processing pipeline will be the same as the one deployed for the SN alert processing in La Serena.  The single pointing image will consist of 128 individual FITS images (one for each amplifier).  Images will be bias and dark subtracted, flat fielded, fringe corrected, cross-talk corrected and pupil ghost corrected.  An astrometric solution will be determined and WCS parameters will be stored in the header.  Photometric calibration will be performed using calibration data from the night of observation, indirect calibration data from previously obtained directly calibrated DES data, or indirect calibration data from existing plate photometry catalogs like USNO B2.  The photometric zeropoint and uncertainty will be stored in the image header.  As noted previously, the modules required for this analysis exist in a variety of packages currently being used to reduce similar data on a smaller scale.

The full dataset will be probed for time domain purposes during the processing at NCSA.  Varying sources of value to the community will be flagged and released to the community through the system set up to support the DES/SN time domain science at CTIO.

The fully reduced single-pointing images will be combined or co-added into deeper images.  This process will enhance the uniformity of the data (removing blank spots caused by chip gaps, reducing PSF variations) and will allow us to push to the depths required to obtain cluster photometric redshifts out to z~1.3.  There are existing solutions for this pipeline as well, and we will be examining these to see how they perform under seeing variations and image depth variations.  We will construct a pipeline that will deliver accurate star galaxy separation and galaxy photometry based on the DES data.

Cataloging will be carried out at many points in the data management.  Object lists will be needed for the astrometric and photometric calibration of the single-pointing images.  Time domain astronomy requires comparison of photometry in multi-epoch single frame images.  Science-focused catalogues will be derived primarily from the co-added images (except for time domain science), because faint object detection, object characterization and corruption caused by edge effects will be less of a problem in these data.

There are many available cataloging programs, and some have seen extensive use.  We plan to explore a range of cataloguers, but our strawman application is SExtractor, written by Emanuel Bertin.  This cataloguer is very fast, produces simple ASCII object lists, and we have experience using it to do science.

Data reprocessing is inevitable.  We will plan to reprocess all the data during the periods March-August, between every observing season.  This may not be necessary, but we will adopt this processing in our strawman design.  We will develop and apply grid based processing algorithms for this reprocessing, which will significantly speed the process.  Single-pointing processing can be data-parallelized at the level of one night’s data trivially, and further partitioning of the data is also possible.  The DES will serve as a challenging test application for the computer science community at NCSA, Fermilab and elsewhere as they develop the next generation tools.

6.5.6 Fermilab Operations

Computing facilities at Fermilab, managed on behalf of the DES project by the Experimental Astrophysics Group and the Computing Division, will be configured as processing node in our deployed pipeline framework.  Part or all of the archive will be replicated there as well, allowing us to leverage resources there for processing as needed.  While we expect that much of the day-to-day processing will be carried out using NCSA facilities, we expect to make heavy use of Fermilab resources during bulk reprocessing.  We also expect to use Fermilab facilities in part to support the generation of some level 4 products and the science analysis of those products.  

6.5.7 Science Operations

Science operations will be underway at all five collaboration sites.  In addition to the primary data processing, time domain and simulation pipelines described above, there will be a series of special purpose, science focused pipelines developed to facilitate the key science program, a study of the dark energy using (a) cluster surveys, (b) weak lensing studies, (c) galaxy angular power spectrum evolution and (d) SNe Ia distance estimates.  The DES science operations and data management are separate components of the project, but close coordination and broad avenues for feedback are required for the efforts to succeed.  The data management will facilitate the science operations, and the science operations will be a key data quality verification tool for the DES.    

6.6 General User DECam Data Management

While we have focused on the data management for the Dark Energy Survey in the previous sections, we recognize that the DECam instrument will also be commonly used as a facility instrument for observers granted time through the normal NOAO time allocation process.  Indeed, as we outline in Chapter 9, there are many exciting science cases for use of this wide-field instrument on the Blanco 4m which lie well outside the DES science case.  Given the size of DECam images, pursuit of those and other observations by NOAO users will require significant resources to transform the raw data into data products ready for scientific analysis.

Fortunately, the data reduction requirements for almost any scientific project using the DECcam instrument will share the general requirements of most of the DES processing steps described above, at least through production of level 2 and possibly level 3 products (stacked combined images and catalogs, respectively).  Thus, while the DES collaboration itself cannot take responsibility for actually delivering such reduced data products to all users, the collaboration will work closely with the NOAO Data Products Program to ensure that the software can be run on general user data to provide level 1, 2, and 3 data products for NOAO users and the NOAO Science Archive.

Indeed, a significant portion of the DES pipeline and infrastructure will be installed and run on-site at the La Serena facilities in support of the DES/SN program. Working with the DES, the NOAO Data Products Program can build upon this foundation of both hardware and software to provide general users of the DECam with reduced data products on timescales similar to those required for the SN analysis, usually within less than 24 hours, if not in near-real time.  The rapid availability of such high quality data products would not only make use of the DECam feasible for general users, it could also open new opportunities for exciting scientific programs which require rapid analysis for the planning of observations on subsequent nights, either on the DECam or other follow up telescope facilities.

The archiving both raw and reduced data products from general DECam use will be the responsibility of the NOAO Data Products Program.  However, it should be noted that NOAO and NCSA are currently developing a close data management collaboration covering the transport, storage, reduction, and retrieval of current and future NOAO data products through advanced archives, portals, and the VO.  It is therefore highly likely that the final processing and archiving of the data obtained by general NOAO users will be done in collaboration with NCSA, using much of the same infrastructure (both hardware and software) used in support of the DES.

6.7 Work Packages

As will be described in Chapter 7, we will manage our software development through a well planned work breakdown structure (WBS)—a hierarchical organization of tasks necessary to complete and operate the data management system.  Work packages, which form the second level of our WBS, represent a logical component of the system that should be designed and implemented as an integrated unit.  In this section, we summarize each of the work packages necessary to enable the operations described in the previous section.  These packages are numbered according to the project WBS outlined and displayed in Ch. 7.  While the focus of this section is on the purpose of each package and the expected approach to design, estimated person-power costs are also given (in units of FTE-months).  We revisit these packages and cost in the next chapter where we discuss costs and schedule.  
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Figure 6.1.  Dark Energy Survey Data Management Work Breakdown Structure

WBS 2.1
Management and Software Engineering (20 total FTE-months)

WBS 2.1.1.
Project Management and Collaboration (FTE-months: 12.0()

This package covers time and effort by the Project Manager necessary to manage and track the development of the software. Each developer will spend time participating in design reviews and regular telecons.   

WBS 2.1.2
Software Development Framework:  (FTE-months: 6) 

This package covers the software that supports our data management development.  It includes an automated system for building and testing the software (apart from the simulation testbed).  It also includes work that might come with managing code review activities.  It may also include software for packaging our software and delivering to the processing platforms.  This package will depend critically on the high-level choices to be made by the DMSC, including the definition of a software design and review process and the design reference platform, discussed in section 6.1.  

The build system can be built on GNU make or Apache Ant, drawing on the experience within our group developing and using build systems that operate in a distributed environment.  Tinderbox (used by CARMA) can be used to monitor and test automated builds.  

WBS 2.1.3
Software Repository:  (FTE-months: 1 months) 

This package concerns the setting up and maintenance of a shared repository for software.  This repository will have two parts to it.  The tools half will house third party software, imported for reuse in the DES DM system.  The other half will come in the form of a CVS archive maintained at NCSA with remote access enabled; this archive will hold all software that is written specifically for this project.  This package includes the initial design and setup as well as on-going maintenance.  

WBS 2.2
Data Acquisition and Transfer (20 total FTE-months)

WBS 2.2.1
Scheduling and Observing Tools:  (FTE-months: 12) 

This program will include a GUI that serves as the observer’s primary interface with the camera and the telescope.  The tool will be an expert system of sorts to remove the vagaries of observing and observers from the long term survey.  Interaction with the survey database will be critical, as this program determines the observing sequence and allows inputs from the observer on any changes to that program.  For example, on a typical night this program will select an observing strategy given the seeing, transparency, lunar phase, and date.  This interface will drive the transition from filter to filter at a single pointing (using either the dark time set g/r or the bright time set i/z) or send commands to the telescope for short slew to the next pointing.  The tool will send readout commands to the camera guider devices, using expected positions of guide stars of interest to select subchip regions.  In addition, the tool will trigger data quality calculations on each frame that comes off the camera, and use the results to adjust the observing plan.

A variety of observing modes will have to be supported, such as: (a) main survey mode, (b) SNe time domain sequences, (c) dither patterns for deep exposures in a single field, (d) dome flats, (e) sky flats, (f) dark and bias frames, (g) photometric calibration sequences, and (g) simple point and shoot.  This range of modes should provide for efficient observing both for survey operations and for non-survey, visiting astronomer use.

This program will automatically display some components of each frame coming from DECam as well as a range of image statistics.  As part of the data quality assessment carried out on each frame, an astrometric solution will be calculated.  This will enable automated updating of the telescope pointing, and over time these updates can be tracked and folded into an improved pointing model for the telescope.

There will have to be a monitoring component of this program that keeps watch on a wide range of important camera, telescope, data and weather issues that together specify the observing environment for the night and impact the data quality.  For example, detector temperatures and LN2 levels within the dewar should be monitored.  Seeing from the seeing monitor, seeing from direct measurements on the DECam frames and transparency should be monitored.  Disk space on the data acquisition computer and the progress of data transfer to La Serena and NCSA should be monitored.  The observer will be alerted when any monitored quantity begins to fall outside a predefined allowed range or begins to trend toward one of these boundaries.  We will draw upon experience at Fermilab with a similar system used in the SDSS.

Tools with much of the functionality described above already exist at CTIO and other observatories.  The freshest component of this tool is its expert capability in planning a night of survey observing, given the state of the data already taken and the observing conditions.  Efficient interaction with a survey database, where data quality for each image is stored, will be critical.  Development of this tool must involve CTIO telescope experts led by Tim Abbott, the data acquisition team led by Jon Thaler, the survey strategy team led by Jim Annis as well as the data management team.

WBS 2.2.2
Archiving and Data Transfer:  (FTE-months: 4) 

The goal of this package is to accept the raw data from the data acquisition (DA) system, deliver it to the time-critical processing center in La Serena, and from there deliver it to the long-term archive at NCSA.  This package may include some facilities that aid the DA in producing proper level 0 data products; for example, it may provide an interface that allows the DA to include scheduling related metadata in the output FITS files.  It may also include software for managing the on-site and La Serena data caches.  An automated system for data mirroring will continually transfer data from the telescope site through La Serena to NCSA.  At NCSA, a data ingest module will be necessary for “ingesting” new data products into the archive: this includes extracting metadata from the datasets for loading into an observation database as well as organizing and packaging the data files for long term storage.  

The raw data—i.e. the level 0 products—will be stored in the archive as FITS files, ensuring they will be readable well beyond the supported life of the project.  To avoid any data transformations—and thus opportunity for data corruption—before the raw data is archived, the DA system should write the data directly into FITS files.  Standard community code (FITSIO) will be used to read and write this data.  Data cache management and data mirroring will leverage a general purpose system being developed jointly by NOAO and NCSA; this work in turn is leveraging existing software currently in use by these partners (including the Storage Resource Broker, SRB; the queue-based image caching system used at NOAO, STB; the open source mirroring tool, rsync; the rsync-based data transfer system for the BIMA telescope, the data cache management system used by the BIMA Data Archive, and Fermilab/Jefferson Lab/LBNL Storage Resource Management  SRM).  Data ingest operations tend to be highly project-specific; thus, there is less opportunity for reusing software for this task.  

WBS 2.2.3
Automated Quality Assessment: (FTE-months: 4) 

Tools to automatically evaluate the data quality will be critical to the success of the Dark Energy Survey.  We will deploy these tools at the telescope to assess a fraction of the imaging data (~10%) from each exposure.  We could deploy these tools in La Serena to fully characterize the data coming from the mountain, and we will deploy the same tools at NCSA and elsewhere, where full scale data processing is carried out.  Specific characteristics of interest include: (a) PSF statistics and variations over the field, (b) sky brightness and variations, (c) transparency and photometric zeropoint estimates, (d) number of bad pixels or saturated pixels, (e) bias levels and their variations, (f) number of detected stars and galaxies, and (g) perhaps even object by object comparisons within some magnitude range to previously obtained DES frames (or the USNO-B2 catalog when no DES data are available).  Object by object comparisons could examine the scatter in the photometry as well as the star/galaxy classification.

The tools required for automated quality assurance largely hinge on a robust cataloguer (i.e. SExtractor), automated astrometric solutions (required as a standard part of the processing) and efficient correlation of catalogs.  As our experience with the DECam improves, we will undoubtedly want to build in new data quality tests.

WBS 2.3
Archive-based Data Access:  (12 total FTE-months)

WBS 2.3.1
Data Model (FTE-months: 2)

The data model is a description of all the data entities and their logical relationships managed by the system.  Access to the data typically reflects this data model as it is used to organize the data.  In this package, we inventory the data streams and products to ensure we can capture all of the information necessary to meet our goals.  We will define all of the catalogs and forms of the image data products to ensure efficient and correct processing.  We must also ensure that our exported metadata is sufficient to make the data useful to the community, particularly within the Virtual Observatory.  In addition to establishing an overall abstract model, we will also identify the technologies we will use to instantiate the model (e.g. XML, RDBMS, etc.), store data on disc, and track information through the processing pipelines.  We expect that our model will evolve during the development phase as we better understand the processing techniques.  

WBS 2.3.2
Standard Collection Access: (FTE-months: 7) 

The goal of this package is to provide uniform access to both proprietary data (by scientists and pipelines within the project) and public data (by outside users).  Logical access typically reflects the data model used to organize the data.  This package must incorporate the two main types of data products we manage, namely, files (primarily images) and catalog data (stored in databases).  It must also incorporate the different product levels and the access rights associated with each of them. The data model will be used then to organize the data products both in physical storage and in the logical views presented by access interfaces. There will be a variety of access interfaces: programmatic access locally differs from programmatic access across the grid using the techniques of the Virtual Data Toolkit (VDT), and both are different from public access to the data via the protocols of the Virtual Observatory (VO).  Interactive access is also important: web browser based methods are crucial for efficient community scientist access to the data and often scientists within the collaboration will find this useful to download proprietary data.  To the practicing scientist wget and rsync are often the data transport mechanisms of choice. In all of these forms of access, access rights must be handled transparently or at least in simple clear ways.  Access to file data will be based on logical identifiers as this allows mapping to the closest (in terms of the network) physical copy of the file from any one of the replicated archives or data caches at any of the sites.

This package may also be able to leverage the emerging data management collaboration between NOAO and NCSA; however, we should plan to handle the development within this work package.  Since data models are ultimately project specific, there is limited opportunity for reusing an existing design; however, we will leverage the considerable experience among the partner institutions in this area.  We will use an off-the-shelf database that can be easily deployed at all sites; it will be used to store the observation catalog and the various science catalogs.  We will employ a grid community tool like SRB or the replica location services in the VDT to track replicas of files and databases across our sites.  SSL and the Globus Security Infrastructure (GSI) will be employed to honor access rights.  Interactive, browser-based access to data also tends to be project specific (as it reflects the data model); thus, a fair amount of implementation (albeit, based on access patterns typical of many data archives) will be need here.  This will include catalog search and browsing pages.  We plan to use existing software to enable the cut-out service.  Strategic use of VO standards (like VOTable for exporting catalog data) will allow us to leverage existing data browsing tools.  The other component of interactive access is support for downloading data in bulk; here we can leverage the Data Retrieval Tool (DaRT), currently employed by users of the BIMA Data Archive.  There is some activity within the Grid community to provide tools and standards for database access; we will consider any such tools that might exist and are sufficiently mature.  

WBS 2.3.3
Archive Replication:  (FTE-months: 3) 

The purpose of this package is to allow transparent replication of portions (or, in principle, all) of the DES archive.  The replication framework will be based on the organizing principles of the project data model.  This package will define an interface that compliant archive mirrors may use to request bulk replication of file-based data via whole collection identifiers.  A separate interface will be needed for database replication.  Data replicas will be managed by a replica management system deployed via package 4.2.2.1.  The actual data copying will also be handled by the same data transfer system as described by the “Archiving” package.  

WBS 2.4
Processing Pipelines: (51 total FTE-months)

WBS 2.4.1
Grid-based Pipeline Framework: (FTE-months:  9) 

The goal of this package is to provide a common data retrieval and execution environment for pipelines to run at any of the processing sites in our system.  This grid-base environment will feature a set of common services that provide:

· Access to data through logical identifiers.  This allows any platform at any site to
· retrieve any data in a location-independent way.
· Authentication and Authorization Services.  These will be used to honor access
· rights to data and computing resources. 
· Pipeline job execution.  The framework will provide a common method for executing
· applications that hides platform-specific details.  
· Workflow management and execution.  This allows a complex chain of pipelines to
· executed and monitored.  
· Process monitoring, error detection, and error recovery.  We will have an
· automated way of capturing and monitoring output messages from processes and detecting problems.  This facility is key to enabling recovery from common environment-related errors (e.g. network is down).
· Automated archiving of processing products.  When a pipeline has finished the
· processing for a set of data, the products will be automatically ingested into the archive.
The existing Virtual Data Toolkit provides a convenient package that implements these services. In addition to these services, the framework will adopt a programming model that hides details about the data and execution management from the software modules containing the science algorithms.  This will ultimately make the modules more portable and applicable beyond the automated DES pipeline processing (e.g. application to guest observer use of the DES camera).  

These services will be “grid-based” in the sense that we will employ existing, off-the-shelf tools from the grid community that are designed for flexible, distributed computing.  Among the existing grid solutions that are relevant to our system are:

· Data Access: SRB, Globus Replica Location Service (RLS), gridftp

· Security: Globus Security Infrastructure (GSI), ssh

· Job execution and workflow management:  Globus GRAM, Condor,

· Chimera/Pegasus, OGSE OGRE.

· Process monitoring:  Globus GRAM

· We will benefit from the considerable experience at NCSA and Fermilab in grid computing.  

WBS 2.4.2
Single-Frame Calibration Pipeline: (FTE-months: 12) 

This pipeline will take raw level 0 data and reduce them to level 1 data. We expect the level 0 data to be in the form of 128 FITS files, one for each readout amplifier in operation (2 per chip).  Much of the reduction of a single pointing will essentially be the independent reduction of 128 4Kx1K CCD images.  Reduction will include bias subtraction, flat fielding, fringe correction, cross-talk correction (if needed), pupil ghost correction, and masking of bad pixels.  Astrometric solutions will be recorded using WCS parameters within the image headers.  A photometric zeropoint, associated uncertainty and source will be recorded in each header, using either the photometric solution obtained from standard star observations that night, crude calibration using the plate photometry of the USNO-B2 catalog, or previously calibrated DES data taken over the same portion of the sky.  These level 1 data will be the primary inputs to produce the co-added imaging, and all level 1 and level 0 imaging data will be archived and released to the public 1 year after acquisition.  It is important that the single-frame calibration pipeline be relatively fast; a goal will be to produce the level 1 products from the level 0 products during the time it takes to obtain the next set of level 0 products.  While at the primary processing station at NCSA this is not absolutely necessary (because full nights can be processed in parallel), having a fast pipeline will allow a more complete data quality assessment to be run on the data flowing from the camera each night, and this will enable more rapid feedback to the survey operator.

There are many tools available in the community that can be drawn upon to build this pipeline.  Tools of special relevance are those currently in use in the SM/SN MOSAIC survey pipeline at CTIO and the MOSAIC imaging pipeline under development at NOAO.  Using these and other existing pipelines, we will produce a pipeline tuned to the data from the DECam, with emphasis on parallelization and fully automated execution.

Issues that will require special effort will be the astrometric solution for the field.  We will obtain imaging data of open clusters and other relatively dense stellar fields to characterize the field distortions.  This together with the relative positions of the 62 DECam devices, should in principle allow an accurate astrometric solution over the full field to be calculated with only a few free parameters: (a) the field center in Right Ascension and Declination and (b) the amplitude of atmospheric dispersion variation over the field (which will depend on air mass, filter, and pointing direction).  While in principle there should be more than enough stars (~103) to calculate an astrometric solution directly in each field, fully characterizing the field distortions and then using that mapping in deriving the astrometric solution could offer several advantages:  (a) stellar positions from only a few of the chips would be needed, reducing the computation required to calculate the solution (especially important on the mountain), (b) using a well characterized distortion map should lead to more accurate astrometry assuming the chips do not wander with time, and (c) bringing together all catalogued astrometric standards from the full field for an astrometric solution places limits on the parallelization of the single pointing calibration pipeline.

Lastly, we will have to consider whether production of masks is necessary at this stage. The user, whether they be pipelines downstream or community scientists, often want to know which pixels in the image are saturated, which pixels are affected by bleed trails, which pixels are on or adjacent to bad columns, which pixels are affected by cosmic rays, and even which pixels are affected by satellites and meteor trails. 

WBS 2.4.3
Co-add Pipeline:  (FTE-months: 12 months) 

The level 1 products in each band will be combined into images of greater depth, uniformity and photometric accuracy.  We refer to these co-added images as the level 2 data, and we expect that the bulk of DES science (excepting time domain science) will be carried out on catalogues created from an analysis of these level 2 images.  The structure of the level 2 images will be FITS files containing square tilings of the full survey region.  The solid angle of these square tilings could range from 1 deg2 to 10 deg2, and the sampling should be approximately a factor of two finer than the intrinsic sampling of the detectors (i.e. 0.125 arcsec pixels in the level 2 data).  This implies a library of 500 to 5000 level 2 images for each of the four bands.  Characteristic sizes of these images would range from 3GB to 30GB, depending on the solid angle and the adopted pixel size.

The process of combining multiple images of the same part of the sky is complex, because in general the image quality and depths vary from exposure to exposure.  Nearby objects can even move from epoch to epoch, complicating the co-adding procedure.  There are several existing techniques and software modules used to combine multiple images of the same part of the sky.  In general, the surface brightness within a single pixel in a level 2 image will be estimated from pixels or sets of pixels within multiple level 1 images by a mapping that conserves flux. The co-adding process requires combining these multiple constraints in a manner that accounts for variations in seeing, zeropoint and image noise, and thus we will have to track both the number of images that went into each pixel and the error associated with each pixel, for every pixel within a level 2 image.  We will test some of these schemes with emphasis on the returned photometric accuracy and combined image quality.  Ultimately, we will likely deploy a  tool based on several packaged that will produce the images that make up the map of the level 2 on the available level 1 products for a variety of criteria: best seeing, deepest photometry, smoothest PSF.  These different filterings of the level 1 products are driven by different science goals; for example, the weak lensing science may benefit from a more stringent seeing limit that will sacrifice depth, whereas the galaxy and galaxy cluster studies will benefit primary from depth as long as star-galaxy classification isn’t compromised.

Level 2 processing will generally be carried out multiple times, and it is this processing which will benefit most from the grid-based computing model.  In principle, each level 2 image is independent of the others (although in the end we will want to stitch together the photometric zeropoints to yield seamless transitions from one image to the next and to maintain photometric uniformity across the full survey).  Thus, the level 2 processing is easily parallelized, and so tasks can be carried out in parallel on hundreds to even tens of thousands of processing nodes.

In addition to the actual co-add pipeline, we will require tools that can extract images of a particular size, sampling, and location from this archive.  There are several image extraction tools available, and we will adopt one of those for this purpose.

WBS 2.4.4
Source Extraction Pipeline:  (FTE-months: 12) 

Cataloging will be carried out for each image in the creation of the level 1 data and in quality assessment.  In addition, the science cataloging will be carried out primarily on the level 2 data.  For this discussion, we consider the source extraction pipeline to be the cataloging of objects detected in the level 2 data.  These catalogs will be considered the level 3 data, and they will be released to the community with the level 2 data.

There are many available cataloging programs.  A current favorite in the astronomy community is SExtractor, a program written by Emanuel Bertin.  We will adopt SExtractor as our standard cataloging program, but it is likely that special purpose software will be required to support our science goals.  For example, weak lensing analysis requires the characterization of galaxy and stellar shapes, and so we will likely require more than the functionality offered by SExtractor. Furthermore, SExtractor does not handle varying seeing in a natural way: we will need to measure PSF magnitudes for the stars for a variety of purposes, including photometric calibration. It will likely be important to have not only galaxy colors calculated from each band independently, but also colors over the same physical portion of each galaxy; the latter requires adopting the galaxy region definition from one band in the photometric calculations in all the bands, and this will likely require functionality beyond that offered in SExtractor.  In general, we could simply run SExtractor to characterize objects, their positions and their photometric properties, and then use these initial catalogs to guide additional image calculations by other tools.

We note that the SDSS Photometric Pipeline could in principal be used. Given our experience with using it on non-SDSS data, we are much more likely to use the toolkit photo, which the Photometric Pipeline is built out of, to take advantage of some of the sophisticated algorithms developed and tested by the SDSS. Since it is modular and easily extendable, we can without much development use the tools on the positions found by SExtractor. 

WBS 2.5
Science Analysis Pipelines: (3 total FTE-months)

As is described below, much of the work associated with the science analysis will not be considered a contribution to the data management part of the project, but rather will be charged against the science time of the participating astronomers.  Nevertheless, for the purposes of tracking integration with the rest of data management, we list these activities below.

WBS 2.5.1
Photometric Redshift Pipeline:  (FTE-months:  3 months) 

This pipeline will take the photometry in four colors for all extended objects and estimate photometric redshifts and associated uncertainties.  Huan Lin has existing tools, but they will need to be folded into the grid based processing framework.  This is central to essentially all the science, and so folding this pipeline into the project data framework should be considered a part of the data management effort.

WBS 2.5.2
Cluster-finding Pipeline:  (FTE-months: 0) 

The goal of this pipeline is to create a multi-frequency catalog of galaxy clusters.  Cluster finding in the optical and multiwavelength cluster finding pipelines will be written as part of the science analysis of the survey.  This effort lies outside the DM domain, but pipelines should be structured to operate within a common framework, and data products will be available to the collaboration.

WBS 2.5.3
Weak Lensing Analysis Pipeline:  (FTE-months: 0) 

The goal of this pipeline is in part the creation of cosmic shear maps.  Weak lensing pipelines will be written as part of the science analysis of the survey.  It is also likely that additional, co-added datasets to optimize PSF quality will be produced and archived.  This effort also lies outside the DM domain, but pipelines should be structured within a common framework, and data products will be available to the collaboration.

WBS 2.5.4
Synoptic Analysis Pipeline:  (FTE-months: 0)

General synoptic analysis pipelines will be written as part of the science analysis of the survey.  These pipelines will include SN detection and light curve measurement tools similar to those already being used to analyze the SM/SN data from the CTIO 4m.  A quick alert system will be put in place to facilitate spectroscopic and photometric follow up by the larger community.  In addition, the main survey data will enable a study of variable objects over longer timescales with much cruder sampling.  These existing pipelines will have to be brought within the common framework, and data products should be available to the collaboration.

WBS 2.6
Data Challenge (7 total FTE-months)

A critical part of the preparation for first light will be the verification of our processing system to ensure the scientific integrity of our data products.  Verification will be accomplished through a series of “data challenges” in which we create simulated data based on a model of the universe, pass it through our processing system, and attempt to recover the model through analysis of the resulting products.  In addition to scientific integrity, we will also test the technical robustness of the system, ensuring it can handle the required data rates and expected modes of failure.  

Significant portions of this work will be centered at Fermilab, including the creation of simulated data and analysis of results; consequently, this particular part of the work will be tracked through a separate WBS (1.3).  The portions of the work tracked under the Data Management part of the project cover the integration of the simulator with the processing system and execution of the actual challenges; these are enumerated below.  

WBS 2.6.1
Simulation Interface and Integration: (FTE-months:  3) 

This package defines the interface that allows simulated data to be injected into the processing system.  This may in fact be designed as several interfaces that allow data to be inserted at several places in the chain.  We allow most of the time in this package to be focused on general integration issues and testing prior to use by an actual data challenge.  
WBS 2.6.2
Data Challenge I:  (2 FTE-month)

In this challenge, our simulated data will be adapted from actual data from similar scientific instruments (e.g. the NOAO Mosaic Camera).  The purpose is to assess existing software and conduct preliminary tests of techniques we expect to use in our processing.  The processing will be done largely “by hand,” by which we run software interactively. Our goal is to capture all of the processing chain from calibration to object catalog generation (which, given existing software in the community, should be easily accomplished).  We will use the results to refine our design and further discern the development and integration costs.  

WBS 6.2.3
Data Challenge II: (1 FTE-month)

The purpose of this challenge is to test the archive and pipeline framework.  The input data will likely be a combination of simulated data and real data adapted for this challenge.  We will ingest the data into the archive as if it is part of the raw data stream and automatically initiate single-frame calibration.  

WBS 2.6.4
Data Challenge III: (1 FTE-month)

The purpose of this challenge is to provide a full stress test of the entire data management system from data ingest to co-addition.  The input will be a full year’s worth of simulated raw data (provided via WBS 1.3.4; see Chapter 7).  The challenge will include simulations of selected failure modes (e.g. network failures, machines going down during processing).  When the processing is complete, the data challenge analysis team (WBS 1.3.5) will analyze the data to verify sufficient recovery of the input imaging model.  

WBS 2.7
Survey Data Processing Operations (216 total FTE-months)

After the build phase of the project, the survey will begin and the data processing engine will begin operations.  The survey data acquisition lasts 5 years; we adopt a 6 year timescale for the survey data processing.  Survey data processing operations will involve maintenance of the processing platforms and pipelines at CTIO, in La Serena, at NCSA and at Fermilab.  In addition, quality assessment of the data will be an ongoing, hands-on process that we expect will be driven by the science progress in the dark energy studies. A person will have to be available to respond to inquiries from the public regarding the publicly released data.  Feedback from the data quality assessment will naturally provide input for pipeline improvements.  We estimate that this task will require approximately 3 FTE, and this effort will be shared between U Illinois and Fermilab. Over the six years of the survey data processing, this corresponds to 18 FTE years.  Funding for this portion of the project will be requested as the DES build phase nears an end.

WBS 2.8
Dark Energy Science Analysis

During the survey operations phase the science effort will begin.  The science analysis will be a critical data quality feedback tool, and the science results are the underlying motivation for this project.  We will request funding for this portion of the project as the DES build phase nears an end.
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Figure 6.1  Dark Energy Survey Data  Flow








( this estimate assumes 8 hours per week for the Project Member and 2 hours a week for each additional developer.  The number of developers, of course, depends on the cost of the estimated cost of the other packages.  We assumed two additional programmers and a four year development period.





